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Abstract

A DetNet (deterministic network) provides specific performance guarantees to its data flows,
such as extremely low data loss rates and bounded latency (including bounded latency variation,
i.e, "jitter"). As a result, securing a DetNet requires that in addition to the best practice security
measures taken for any mission-critical network, additional security measures may be needed to
secure the intended operation of these novel service properties.

This document addresses DetNet-specific security considerations from the perspectives of both
the DetNet system-level designer and component designer. System considerations include a
taxonomy of relevant threats and attacks, and associations of threats versus use cases and
service properties. Component-level considerations include ingress filtering and packet arrival-
time violation detection.

This document also addresses security considerations specific to the IP and MPLS data plane
technologies, thereby complementing the Security Considerations sections of those documents.

Status of This Memo

This document is not an Internet Standards Track specification; it is published for informational
purposes.

This document is a product of the Internet Engineering Task Force (IETF). It represents the
consensus of the IETF community. It has received public review and has been approved for
publication by the Internet Engineering Steering Group (IESG). Not all documents approved by
the IESG are candidates for any level of Internet Standard; see Section 2 of RFC 7841.

Information about the current status of this document, any errata, and how to provide feedback
on it may be obtained at https://www.rfc-editor.org/info/rfc9055.
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1. Introduction

A deterministic IP network ("Deterministic Networking Architecture" [RFC8655]) can carry data
flows for real-time applications with extremely low data loss rates and bounded latency. The
bounds on latency defined by DetNet (as described in [RFC9016]) include both worst-case latency
(Maximum Latency, Section 5.9.2 of [RFC9016]) and worst-case jitter (Maximum Latency
Variation, Section 5.9.3 of [RFC9016]). Data flows with deterministic properties are well
established for Ethernet networks (see Time-Sensitive Networking (TSN), [[EEE802.1BA]); DetNet
brings these capabilities to the IP network.

Deterministic IP networks have been successfully deployed in real-time Operational Technology
(OT) applications for some years; however, such networks are typically isolated from external
access, and thus the security threat from external attackers is low. An example of such an
isolated network is a network deployed within an aircraft, which is "air gapped" from the outside
world. DetNet specifies a set of technologies that enable creation of deterministic flows on IP-
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based networks of a potentially wide area (on the scale of a corporate network), potentially
merging OT traffic with best-effort Information Technology (IT) traffic, and placing OT network
components into contact with IT network components, thereby exposing the OT traffic and
components to security threats that were not present in an isolated OT network.

These DetNet (OT-type) technologies may not have previously been deployed on a wide area IP-
based network that also carries IT traffic, and thus they can present security considerations that
may be new to IP-based wide area network designers; this document provides insight into such
system-level security considerations. In addition, designers of DetNet components (such as
routers) face new security-related challenges in providing DetNet services, for example,
maintaining reliable isolation between traffic flows in an environment where IT traffic co-
mingles with critical reserved-bandwidth OT traffic; this document also examines security
implications internal to DetNet components.

Security is of particularly high importance in DetNet because many of the use cases that are
enabled by DetNet [RFC8578] include control of physical devices (power grid devices, industrial
controls, building controls, etc.) that can have high operational costs for failure and present
potentially attractive targets for cyber attackers.

This situation is even more acute given that one of the goals of DetNet is to provide a "converged
network", i.e., one that includes both IT traffic and OT traffic, thus exposing potentially sensitive
OT devices to attack in ways that were not previously common (usually because they were under
a separate control system or otherwise isolated from the IT network, for example [ARINC664P7]).
Security considerations for OT networks are not a new area, and there are many OT networks
today that are connected to wide area networks or the Internet; this document focuses on the
issues that are specific to the DetNet technologies and use cases.

Given the above considerations, securing a DetNet starts with a scrupulously well-designed and
well-managed engineered network following industry best practices for security at both the data
plane and controller plane, as well as for any Operations, Administration, and Maintenance
(OAM) implementation; this is the assumed starting point for the considerations discussed
herein. Such assumptions also depend on the network components themselves upholding the
security-related properties that are to be assumed by DetNet system-level designers; for example,
the assumption that network traffic associated with a given flow can never affect traffic
associated with a different flow is only true if the underlying components make it so. Such
properties, which may represent new challenges to component designers, are also considered
herein.

Starting with a "well-managed network", as noted above, enables us to exclude some of the more
powerful adversary capabilities from the Internet Threat Model of [BCP72], such as the ability to
arbitrarily drop or delay any or all traffic. Given this reduced attacker capability, we can present
security considerations based on attacker capabilities that are more directly relevant to a DetNet.

In this context, we view the "conventional” (i.e., non-time-sensitive) network design and
management aspects of network security as being primarily concerned with preventing denial of
service, i.e., they must ensure that DetNet traffic goes where it's supposed to and that an external
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attacker can't inject traffic that disrupts the delivery timing assurance of the DetNet. The time-
specific aspects of DetNet security presented here take up where those "conventional" design and
management aspects leave off.

However, note that "conventional” methods for mitigating (among all the others) denial-of-
service attacks (such as throttling) can only be effectively used in a DetNet when their use does
not compromise the required time-sensitive or behavioral properties required for the OT flows
on the network. For example, a "retry" protocol is typically not going to be compatible with a
low-latency (worst-case maximum latency) requirement; however, if in a specific use case and
implementation such a retry protocol is able to meet the timing constraints, then it may well be
used in that context. Similarly, if common security protocols such as TLS/DTLS or IPsec are to be
used, it must be verified that their implementations are able to meet the timing and behavioral
requirements of the time-sensitive network as implemented for the given use case. An example
of "behavioral properties" might be that dropping of more than a specific number of packets in a
row is not acceptable according to the service level agreement.

The exact security requirements for any given DetNet are necessarily specific to the use cases
handled by that network. Thus, the reader is assumed to be familiar with the specific security
requirements of their use cases, for example, those outlined in the DetNet Use Cases [RFC8578]
and the Security Considerations sections of the DetNet documents applicable to the network
technologies in use, for example, [RFC8939] for an IP data plane and [RFC8964] for an MPLS data
plane. Readers can find a general introduction to the DetNet Architecture in [RFC8655], the
DetNet Data Plane in [RFC8938], and the Flow Information Model in [RFC9016].

The DetNet technologies include ways to:

* Assign data plane resources for DetNet flows in some or all of the intermediate nodes
(routers) along the path of the flow

* Provide explicit routes for DetNet flows that do not dynamically change with the network
topology in ways that affect the quality of service received by the affected flow(s)

* Distribute data from DetNet flow packets over time and/or space to ensure delivery of the
data in each packet in spite of the loss of a path

This document includes sections considering DetNet component design as well as system design.
The latter includes a taxonomy and analysis of threats, threat impacts and mitigations, and an
association of attacks with use cases (based on Section 11 of [RFC8578]).

This document is based on the premise that there will be a very broad range of DetNet
applications and use cases, ranging in size and scope from individual industrial machines to
networks that span an entire country [RFC8578]. Thus, no single set of prescriptions (such as
exactly which mitigation should be applied to which segment of a DetNet) can be applicable to all
of them, and indeed any single one that we might prescribe would inevitably prove impractical
for some use case, perhaps one that does not even exist at the time of this writing. Thus, we are
not prescriptive here; we are stating the desired end result, with the understanding that most
DetNet use cases will necessarily differ from each other, and there is no "one size fits all".
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2. Abbreviations and Terminology

Information Technology (IT): The application of computers to store, study, retrieve, transmit,
and manipulate data or information, often in the context of a business or other enterprise [IT-
DEF].

Operational Technology (OT): The hardware and software dedicated to detecting or causing
changes in physical processes through direct monitoring and/or control of physical devices
such as valves, pumps, etc. [OT-DEF].

Component: A component of a DetNet system -- used here to refer to any hardware or software
element of a DetNet that implements DetNet-specific functionality, for example, all or part of a
router, switch, or end system.

Device: Used here to refer to a physical entity controlled by the DetNet, for example, a motor.

Resource Segmentation: Used as a more general form for Network Segmentation (the act or
practice of splitting a computer network into sub-networks, each being a network segment
[NS-DEF]).

Controller Plane: In DetNet, the Controller Plane corresponds to the aggregation of the Control
and Management Planes (see [RFC8655], Section 4.4.2).

3. Security Considerations for DetNet Component Design

This section provides guidance for implementers of components to be used in a DetNet.

As noted above, DetNet provides resource allocation, explicit routes, and redundant path
support. Each of these has associated security implications, which are discussed in this section, in
the context of component design. Detection, reporting and appropriate action in the case of
packet arrival-time violations are also discussed.

3.1. Resource Allocation

3.1.1. Inviolable Flows

A DetNet system security designer relies on the premise that any resources allocated to a
resource-reserved (OT-type) flow are inviolable; in other words, there is no physical possibility
within a DetNet component that resources allocated to a given DetNet flow can be compromised
by any type of traffic in the network. This includes malicious traffic as well as inadvertent traffic
such as might be produced by a malfunctioning component, or due to interactions between
components that were not sufficiently tested for interoperability. From a security standpoint, this
is a critical assumption, for example, when designing against DoS attacks. In other words, with
correctly designed components and security mechanisms, one can prevent malicious activities
from impacting other resources.
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However, achieving the goal of absolutely inviolable flows may not be technically or
economically feasible for any given use case, given the broad range of possible use cases (e.g.,
[RFC8578]) and their associated security considerations as outlined in this document. It can be
viewed as a continuum of security requirements, from isolated ultra-low latency systems that
may have little security vulnerability (such as an industrial machine) to broadly distributed
systems with many possible attack vectors and OT security concerns (such as a utility network).
Given this continuum, the design principle employed in this document is to specify the desired
end results, without being overly prescriptive in how the results are achieved, reflecting the
understanding that no individual implementation is likely to be appropriate for every DetNet use
case.

3.1.2. Design Trade-Off Considerations in the Use Cases Continuum

For any given DetNet use case and its associated security requirements, it is important for the
DetNet system designer to understand the interaction and design trade-offs that inevitably need
to be reconciled between the desired end results and the DetNet protocols, as well as the DetNet
system and component design.

For any given component, as designed for any given use case (or scope of use cases), it is the
responsibility of the component designer to ensure that the premise of inviolable flows is
supported to the extent that they deem necessary to support their target use cases.

For example, the component may include traffic shaping and policing at the ingress to prevent
corrupted, malicious, or excessive packets from entering the network, thereby decreasing the
likelihood that any traffic will interfere with any DetNet OT flow. The component may include
integrity protection for some or all of the header fields such as those used for flow ID, thereby
decreasing the likelihood that a packet whose flow ID has been compromised might be directed
into a different flow path. The component may verify every single packet header at every
forwarding location, or only at certain points. In any of these cases, the component may use
dynamic performance analytics (Section 7.7) to cause action to be initiated to address the
situation in an appropriate and timely manner, either at the data plane or controller plane, or
both in concert. The component's software and hardware may include measures to ensure the
integrity of the resource allocation/deallocation process. Other design aspects of the component
may help ensure that the adverse effects of malicious traffic are more limited, for example, by
protecting network control interfaces or minimizing cascade failures. The component may
include features specific to a given use case, such as configuration of the response to a given
sequential packet loss count.

Ultimately, due to cost and complexity factors, the security properties of a component designed
for low-cost systems may be (by design) far inferior to a component with similar intended
functionality, but designed for highly secure or otherwise critical applications, perhaps at
substantially higher cost. Any given component is designed for some set of use cases and
accordingly will have certain limitations on its security properties and vulnerabilities. It is thus
the responsibility of the system designer to assure themselves that the components they use in
their design are capable of satisfying their overall system security requirements.
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3.1.3. Documenting the Security Properties of a Component

In order for the system designer to adequately understand the security-related behavior of a
given component, the designer of any component intended for use with DetNet needs to clearly
document the security properties of that component. For example, to address the case where a
corrupted packet in which the flow identification information is compromised and thus may
incidentally match the flow ID of another ("victim") DetNet flow, resulting in additional
unauthorized traffic on the victim, the documentation might state that the component employs
integrity protection on the flow identification fields.

3.1.4. Fail-Safe Component Behavior

Even when the security properties of a component are understood and well specified, if the
component malfunctions, for example, due to physical circumstances unpredicted by the
component designer, it may be difficult or impossible to fully prevent malfunction of the
network. The degree to which a component is hardened against various types of failures is a
distinguishing feature of the component and its design, and the overall system design can only be
as strong as its weakest link.

However, all networks are subject to this level of uncertainty; it is not unique to DetNet. Having
said that, DetNet raises the bar by changing many added latency scenarios from tolerable
annoyances to unacceptable service violations. That in turn underscores the importance of
system integrity, as well as correct and stable configuration of the network and its nodes, as
discussed in Section 1.

3.1.5. Flow Aggregation Example

As another example regarding resource allocation implementation, consider the implementation
of Flow Aggregation for DetNet flows (as discussed in [RFC8938]). In this example, say there are N
flows that are to be aggregated; thus, the bandwidth resources of the aggregate flow must be
sufficient to contain the sum of the bandwidth reservation for the N flows. However, if one of
those flows were to consume more than its individually allocated bandwidth, this could cause
starvation of the other flows. Thus, simply providing and enforcing the calculated aggregate
bandwidth may not be a complete solution; the bandwidth for each individual flow must still be
guaranteed, for example, via ingress policing of each flow (i.e., before it is aggregated).
Alternatively, if by some other means each flow to be aggregated can be trusted not to exceed its
allocated bandwidth, the same goal can be achieved.

3.2. Explicit Routes

The DetNet-specific purpose for constraining the ability of the DetNet to reroute OT traffic is to
maintain the specified service parameters (such as upper and lower latency boundaries) for a
given flow. For example, if the network were to reroute a flow (or some part of a flow) based
exclusively on statistical path usage metrics, or due to malicious activity, it is possible that the
new path would have a latency that is outside the required latency bounds that were designed
into the original TE-designed path, thereby violating the quality of service for the affected flow
(or part of that flow).
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However, it is acceptable for the network to reroute OT traffic in such a way as to maintain the
specified latency bounds (and any other specified service properties) for any reason, for
example, in response to a runtime component or path failure.

So from a DetNet security standpoint, the DetNet system designer can expect that any component
designed for use in a DetNet will deliver the packets within the agreed-upon service parameters.
For the component designer, this means that in order for a component to achieve that
expectation, any component that is involved in controlling or implementing any change of the
initially TE-configured flow routes must prevent rerouting of OT flows (whether malicious or
accidental) that might adversely affect delivering the traffic within the specified service
parameters.

3.3. Redundant Path Support

The DetNet provision for redundant paths (i.e., PREOF, or "Packet Replication, Elimination, and
Ordering Functions"), as defined in the DetNet Architecture [RFC8655], provides the foundation
for high reliability of a DetNet by virtually eliminating packet loss (i.e., to a degree that is
implementation dependent) through hitless redundant packet delivery.

Note: At the time of this writing, PREOF is not defined for the IP data plane.

It is the responsibility of the system designer to determine the level of reliability required by
their use case and to specify redundant paths sufficient to provide the desired level of reliability
(in as much as that reliability can be provided through the use of redundant paths). It is the
responsibility of the component designer to ensure that the relevant PREOF operations are
executed reliably and securely to avoid potentially catastrophic situations for the operational
technology relying on them.

However, note that not all PREOF operations are necessarily implemented in every network; for
example, a packet reordering function may not be necessary if the packets are either not
required to be in order or if the ordering is performed in some other part of the network.

Ideally, a redundant path for a flow could be specified from end to end; however, given that this
is not always possible (as described in [RFC8655]), the system designer will need to consider the
resulting end-to-end reliability and security resulting from any given arrangement of network
segments along the path, each of which provides its individual PREOF implementation and thus
its individual level of reliability and security.

At the data plane, the implementation of PREOF depends on the correct assignment and
interpretation of packet sequence numbers, as well as the actions taken based on them, such as
elimination (including elimination of packets with spurious sequence numbers). Thus, the
integrity of these values must be maintained by the component as they are assigned by the
DetNet Data Plane Service sub-layer and transported by the Forwarding sub-layer. This is no
different than the integrity of the values in any header used by the DetNet (or any other) data
plane and is not unique to redundant paths. The integrity protection of header values is
technology dependent; for example, in Layer 2 networks, the integrity of the header fields can be
protected by using MACsec [IEEE802.1AE-2018]. Similarly, from the sequence number injection
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perspective, it is no different from any other protocols that use sequence numbers; for
particulars of integrity protection via IPsec Authentication Headers, useful insights are provided
by Section 3 of [RFC4302].

3.4. Timing (or Other) Violation Reporting

A task of the DetNet system designer is to create a network such that for any incoming packet
that arrives with any timing or bandwidth violation, an appropriate action can be taken in order
to prevent damage to the system. The reporting step may be accomplished through dynamic
performance analysis (see Section 7.7) or by any other means as implemented in one or more
components. The action to be taken for any given circumstance within any given application will
depend on the use case. The action may involve intervention from the controller plane, or it may
be taken "immediately" by an individual component, for example, if a very fast response is
required.

The definitions and selections of the actions that can be taken are properties of the components.
The component designer implements these options according to their expected use cases, which
may vary widely from component to component. Clearly, selecting an inappropriate response to
a given condition may cause more problems than it is intending to mitigate; for example, a naive
approach might be to have the component shut down the link if a packet arrives outside of its
prescribed time window. However, such a simplistic action may serve the attacker better than it
serves the network. Similarly, simple logging of such issues may not be adequate since a delay in
response could result in material damage, for example, to mechanical devices controlled by the
network. Thus, a breadth of possible and effective security-related actions and their
configuration is a positive attribute for a DetNet component.

Some possible violations that warrant detection include cases where a packet arrives:

* Outside of its prescribed time window

» Within its time window but with a compromised timestamp that makes it appear that it is
not within its window

 Exceeding the reserved flow bandwidth

Some possible direct actions that may be taken at the data plane include traffic policing and
shaping functions (e.g., those described in [RFC2475]), separating flows into per-flow rate-limited
queues, and potentially applying active queue management [RFC7567]. However, if those (or any
other) actions are to be taken, the system designer must ensure that the results of such actions do
not compromise the continued safe operation of the system. For example, the network (i.e., the
controller plane and data plane working together) must mitigate in a timely fashion any
potential adverse effect on mechanical devices controlled by the network.
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4. DetNet Security Considerations Compared with Diffserv
Security Considerations

DetNet is designed to be compatible with Diffserv [RFC2474] as applied to IT traffic in the DetNet.
DetNet also incorporates the use of the 6-bit value of the Differentiated Services Code Point
(DSCP) field of the Type of Service (IPv4) and Traffic Class (IPv6) bytes for flow identification.
However, the DetNet interpretation of the DSCP value for OT traffic is not equivalent to the per-
hop behavior (PHB) selection behavior as defined by Diffserv.

Thus, security considerations for DetNet have some aspects in common with Diffserv, in fact
overlapping 100% with respect to IP IT traffic. Security considerations for these aspects are part
of the existing literature on IP network security, specifically the Security Considerations sections
of [RFC2474] and [RFC2475]. However, DetNet also introduces timing and other considerations
that are not present in Diffserv, so the Diffserv security considerations are a subset of the DetNet
security considerations.

In the case of DetNet OT traffic, the DSCP value is interpreted differently than in Diffserv and
contributes to determination of the service provided to the packet. In DetNet, there are similar
consequences to Diffserv for lack of detection of, or incorrect handling of, packets with
mismarked DSCP values, and many of the points made in the Diffserv Security discussions
(Section 6.1 of [RFC2475], Section 7 of [RFC2474], and Section 3.3.2.1 of [RFC6274]) are also
relevant to DetNet OT traffic though perhaps in modified form. For example, in DetNet, the effect
of an undetected or incorrectly handled maliciously mismarked DSCP field in an OT packet is not
identical to affecting the PHB of that packet, since DetNet does not use the PHB concept for OT
traffic. Nonetheless, the service provided to the packet could be affected, so mitigation measures
analogous to those prescribed by Diffserv would be appropriate for DetNet. For example,
mismarked DSCP values should not cause failure of network nodes. The remarks in [RFC2474]
regarding IPsec and Tunneling Interactions are also relevant (though this is not to say that other
sections are less relevant).

In this discussion, interpretation (and any possible intentional re-marking) of the DSCP values of
packets destined for DetNet OT flows is expected to occur at the ingress to the DetNet domain;
once inside the domain, maintaining t