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I ntroduction

This Protocol is one of a set of International Standards produced to
facilitate the interconnection of open systems. The set of standards
covers the services and protocols re quired to achi eve such

i nterconnection. This Protocol is positioned with respect to other

rel ated standards by the layers defined in the 1SO 7498 and by the
structure defined in the I SO 8648. In particular, it is a protocol of
the Network Layer. This protocol pernmits Internmediate Systens within a
rout ei ng Dormai n to exchange configuration and routeing information to
facilitate the operation of the route ing and relaying functions of
the Network Layer. The protocol is designed to operate in close
conjunction with I SO 9542 and | SO 8473. 1S0O 9542 is used to establish
connectivity and reachability between End Systens and Inter nediate
Systens on individual Subnetworks. Data is carried by |SO 8473. The



related algo rithms for route cal culation and mai ntenance are al so
described. The intra-domain ISIS routeing protocol is intended to
support | arge routei ng domai ns consi sting of conbinati ons of nmany
types of subnetworks. This includes point-to-point |inks, nultipoint

i nks, X. 25 subnetworks, and broadcast subnetworks such as | SO 8802
LANs. |In order to support |arge routeing donains, provision is nade
for Intra-domain routeing to be organised hierarchically. A large
domai n may be administratively divided into areas. Each system
resides in exactly one area. Routeing within an area is referred to as
Level 1 routeing. Routeing between areas is referred to as Level 2
routeing. Level 2 Internediate systens keep track of the paths to
destination areas. Level 1 Internediate systenms keep track of the
routeing within their own area. For an NPDU destined to another area,
a Level 1 Intermedi ate system sends the NPDU to the nearest level 2 1S
inits own area, re gardless of what the destination area is. Then the
NPDU travels via level 2 routeing to the destination area, where it
again travels via level 1 routeing to the destination End System

I nformati on technol ogy

Tel econmuni cati ons and i nformati on exchange between systens
Internediate systemto Internediate systemIntra-Domai n routeing
exchange protocol for use in Conjunction with the Protocol for
provi ding the Connectionl ess-node Network Service (ISO 8473)

1 Scope and Field of Application

This International Standard specifies a protocol which is used by

Net wor k Layer entities operating 1SO 8473 in In ternediate Systens to
mai ntain routeing information for the purpose of routeing within a
singl e routeing domain. The protocol herein described relies upon the
provi sion of a connectionl ess-node underlying service.11See | SO 8473
and its Addendum 3 for the nechani sns necessary to realise this
servi ce on subnetwor ks based on | SO 8208, |SO 8802, and the OSI Data
Li nk Service

This Standard specifies:

a) procedures for the transm ssion of configuration and
routeing informati on between network entities resid
ing in Internediate Systens within a single routeing
domai n;

b)t he encodi ng of the protocol data units used for the
transm ssion of the configuration and routeing infor
mati on;

c)procedures for the correct interpretation of protoco
control information; and

d)the functional requirenments for inplenmentations
claimng conformance to this Standard.

The procedures are defined in terns of:

a)the interactions between Internediate system Network
entities through the exchange of protocol data units;
and

b)the interactions between a Network entity and an un
derlying service provider through the exchange of
subnetwork service primtives.

c)the constraints on route determ nation which nust be
observed by each Internediate system when each has

a routeing information base which is consistent with

t he ot hers.



2 References
2.1 Nornmative References

The followi ng standards contain provisions which, through reference in
this text, constitute provisions of this Interna tional Standard. At
the tine of publication, the editions in dicated were valid. Al
standards are subject to revision, and parties to agreenents based on
this International Stan dard are encouraged to investigate the
possibility of apply ing the nost recent editions of the standards
listed below. Menbers of IEC and |1 SO naintain registers of currently
valid International Standards. |SO 7498:1984, |nformation processing
systems Open Systens |nterconnection Basic Reference Mddel. SO
7498/ Add. 1: 1984, Information processing systens Open Systens

I nt erconnection Basic Reference Mbdel Addendum 1: Connecti onl ess-node
Transm ssion. | SO 7498-3:1989, Information processing systems Open
Systems | nterconnecti on Basic Reference Mddel Part 3: Nanming and
Addressing. |SO 7498-4:1989, Information processing systens Open
Systens | nterconnection Basic Reference Mbdel Part 4: Managenent
Framewor k. | SO 8348: 1987, Information processing systens Data
comuni cations Network Service Definition. |SO 8348/ Add. 1: 1987,

I nformation processing systens Data comuni cati ons Network Service
Definition Addendum 1: Connecti onl ess-node transmi ssion. |SO
8348/ Add. 2: 1988, Infornmation processing systens Data comuni cations
Net work Service Definition Addendum 2: Network | ayer addressing. |SO
8473:1988, Information processing systens Data communi cati ons Protoco
for providing the connectionl ess-node network service. 1SO
8473/ Add. 3: 1989, Infornmation processing systens Tel econmuni cati ons and
i nformati on exchange between
systenms Protocol for providing the connectionl ess-
nmode network service Addendum 3: Provision of the
underlying service assuned by | SO 8473 over
subnet wor ks which provide the CSI data link service

| SO 8648: 1988, Infornation processing systens Qpen
Systems | nterconnection |Internal organisation of the

Net wor k Layer

| SO 9542: 1988, Information processing systenms Tele
communi cati ons and informati on exchange between sys
tens End systemto Internedi ate system Routeing ex
change protocol for use in conjunction with the protoco
for providing the connectionless -nmbde network service

(1SO 8473).

| SO 8208: 1984, Information processing systens Data
communi cations X. 25 packet |evel protocol for Data
term nal equi pnent

| SO 8802: 1988, Information processing systens Tele
communi cati ons and i nformati on exchange between sys
tems Local area networks.

| SO TR 9575: 1989, Information technol ogy Tel ecom

muni cati ons and i nformati on exchange between systens

CSl Rout ei ng Franmewor k.

| SO TR 9577: 1990, Information technol ogy Tel ecom

muni cations and i nformati on exchange between systens

Protocol ldentification in the Network Layer

ISOIEC DS 10165-4:, Information technology Open
systenms interconnection Managenment |nformation Serv

ices Structure of Managenent Information Part 4:
Qui delines for the Definition of Managed bjects.

| SO'| EC 10039: 1990, | PS-T& EBS MAC Service Defin
tion.

2.2 Oher References

The followi ng references are hel pful in describing sone of
the routeing al gorithns:



MQillan, J. et. al., The New Routeing Al gorithmfor the
ARPANET, | EEE Transacti ons on Conmuni cations, My
1980.

Perl man, Radia, Fault-Tol erant Broadcast of Routeing In
formation, Conmputer Networks, Dec. 1983. Also in | EEE
| NFOCOM 83, April 1983.

Aho, Hopcroft, and Ul man, Data Structures and Al go
rithnms, P204208 Dijkstra algorithm

3 Definitions
3.1 Reference Mddel definitions

This International Standard nakes use of the foll ow ng
terms defined in | SO 7498:

a) Networ k Layer

b) Net wor k Servi ce access point

c) Networ k Service access poi nt address
d) Network entity

e) Rout ei ng

f) Net wor k protocol

g) Networ k rel ay

h) Net wor k protocol data unit

3.2 Network Layer architecture
definitions

This International Standard nmakes use of the follow ng
ternms defined in | SO 8648:

a) Subnet wor k

b) End system

c)Internmediate system

d) Subnet wor k service

e) Subnet wor k Access Prot ocol

f) Subnet wor k Dependent Conver gence Prot ocol
g) Subnet wor k | ndependent Conver gence Protocol

3.3 Network Layer addressing
definitions

This International Standard nakes use of the follow ng
terms defined in | SO 8348/ Add. 2:

a) Subnet wor k addr ess
b) Subnet wor k poi nt of attachnent
c)Network Entity Title
3.4 Local Area Network Definitions
This International Standard nakes use of the follow ng
terms defined in | SO 8802:
a)Mul ti-destination address
b) Medi a access control
c) Broadcast nedi um
3.5 Routeing Framework Definitions
Thi s docunent nakes use of the following ternms defined in
| SO TR 9575:
a) Adnmi ni strative Domain
b) Rout ei ng Domai n
c) Hop
d) Bl ack hol e



3.6 Additional Definitions

For the purposes of this International Standard, the foll ow
ing definitions apply:

3.6.1

Area: A routeing subdomain which naintains de
tailed routeing informati on about its own interna
conposition, and al so naintains routeing informa
tion which allows it to reach other routeing subdo
mains. It corresponds to the Level 1 subdomai n.
3.6.2

Nei ghbour: An adjacent systemreachable by tra
versal of a single subnetwork by a PDU

3.6.3

Adj acency: A portion of the local routeing infor
mati on which pertains to the reachability of a sin
gl e nei ghbour ES or IS over a single circuit.

Adj acenci es are used as input to the Decision Proc
ess for fornming paths through the routeing domain.
A separate adjacency is created for each nei ghbour
on a circuit, and for each level of routeing (i.e.
level 1 and level 2) on a broadcast circuit.

3.6.4

Circuit: The subset of the local routeing infornma
tion base pertinent to a single |ocal SNPA

3.6.5

Li nk: The comuni cati on path between two

nei ghbours.

A Link is up when conmunication is possible

bet ween the two SNPAs.

3.6.6

Designated |I'S: The Internedi ate systemon a

LAN which is designated to perform additional du
ties. In particular it generates Link State PDUs on
behal f of the LAN, treating the LAN as a
pseudonode.

3.6.7

Pseudonode: \WWere a broadcast subnetwork has n
connected Internedi ate systens, the broadcast
subnetwork itself is considered to be a
pseudonode.

The pseudonode has |links to each of the n Interne
di ate systens and each of the ISs has a single link
to the pseudonode (rather than n-1 links to each of
the other Internedi ate systens). Link State PDUs
are generated on behalf of the pseudonode by the
Designated IS. This is depicted belowin figure 1
3.6.8

Br oadcast subnetwork: A subnetwork which sup

ports an arbitrary nunmber of End systens and In

ternedi ate systens and additionally is capable of
transmitting a single SNPDU to a subset of these
systens in response to a single SN _UN TDATA
request.

3.6.9

Ceneral topol ogy subnetwork: A subnetwork

whi ch supports an arbitrary nunber of End sys

tens and I nternedi ate systens, but does not sup
port a convenient nulti-destination connectionless
trans



m ssion facility, as does a broadcast sub



net



wor K.

3.6.10

Rout ei ng Subdonai n: a set of Internediate sys
tenms and End systens |ocated within the sane
Rout ei ng donai n.

3.6.11

Level 2 Subdomain: the set of all Level 2 Inter
nmedi ate systens in a Routeing donain.

4 Synbol s and Abbrevi ations

4.1 Data Units

PDU Protocol Data Unit

SNSDU  Subnetwork Service Data Unit

NSDU Net wor k Service Data Unit

NPDU Net wor k Prot ocol Data Unit

SNPDU  Subnetwork Protocol Data Unit

4.2 Protocol Data Units

ESH PDU | SO 9542 End System Hell o Protocol Data

Uni t

| SH PDU | SO 9542 Internedi ate System Hel |l o Protocol
Data Unit

RD PDU 1SO 9542 Redirect Protocol Data Unit

I1H Internediate systemto Internediate system
Hello Protocol Data Unit

LSP Link State Protocol Data Unit

SNP Sequence Nunbers Protocol Data Unit

CSNP Conpl et e Sequence Nunbers Protocol Data
Uni t
PSNP Partial Sequence Numbers Protocol Data Unit

4.3 Addresses

AFI Aut hority and Fornmat | ndicator
DSP Domai n Specific Part

I Dl Initial Domain ldentifier

| DP Initial Domain Part

NET Network Entity Title

NSAP Net wor k Servi ce Access Poi nt
SNPA Subnet wor k Poi nt of Attachnment

4.4 M scel | aneous

DA Dynami cal |y Assi gned

DED Dynami cal |y Established Data |ink
DTE Data Terni nal Equi pnent

ES End System

IS I nternedi ate System

L1 Level 1

L2 Level 2

LAN Local Area Network

MAC Medi a Access Contro

NLPID Network Layer Protocol Identifier
PCl Protocol Control Information

QS Quality of Service

SN Subnet wor k

SNAcP  Subnetwork Access Protocol

SNDCP  Subnetwor k Dependent Conver gence Prot ocol
SNI CP  Subnetwork | ndependent Convergence Proto
col

SRM Send Rout ei ng Message
SSN Send Sequence Numbers Message
SVC Switched Virtual Crcuit

5 Typogr aphi cal Conventi ons

This International Standard nekes use of the following ty
pogr aphi cal conventi ons:

a)lnmportant ternms and concepts appear in italic type



when introduced for the first tine;

b) Prot ocol constants and managenent paraneters appear

in sansSerif type with nultiple words run together

The first word is |ower case, with the first character of
subsequent words capitalised;

c)Protocol field nanes appear in San Serif type with
each word capitalised

d) Val ues of constants, paraneters, and protocol fields
appear encl osed in double quotes.

6 Overview of the Protocol

6.1 System Types

There are the followi ng types of system

End Systens: These systens deliver NPDUs to ot her sys
tenms and receive NPDUs from ot her systens, but do

not relay NPDUs. This International Standard does

not specify any additional End system functions be
yond those supplied by | SO 8473 and | SO 9542.

Level 1 Internediate Systens: These systens deliver and
recei ve NPDUs from ot her systens, and rel ay

NPDUs from ot her source systens to other destina

tion systens. They route directly to systens within
their own area, and route towards a level 2 Interne
di ate system when the destination systemis in a dif
ferent area

Level 2 Internediate Systens: These systens act as Level 1
Internediate systens in addition to acting as a sys
temin the subdomain consisting of level 2 ISs. Sys
tems in the level 2 subdonmain route towards a desti
nation area, or another routeing donain.

6.2 Subnetwork Types

There are two generic types of subnetworks supported.
a) broadcast subnetworks: These are nulti-access
subnetworks that support the capability of addressing
a group of attached systens with a single NPDU, for

i nstance | SO 8802. 3 LANs.

b) general topol ogy subnetworks: These are nodell ed as
a set of point-to-point |links each of which connects
exactly two systens.

There are several generic types of general topol ogy
subnet wor ks:

I)mul tipoint links: These are |inks between nore

than two systens, where one systemis a primary
system and the renmining systens are secondary

(or slave) systens. The primary is capable of direct
conmuni cation with any of the secondaries, but

t he secondari es cannot conmmunicate directly

anong t hensel ves.

2) permanent point-to-point |inks: These are |inks
that stay connected at all tines (unless broken, or
turned of f by system managenent), for instance

| eased lines or private |inks.

3)dynanically established data |inks (DEDs): these
are links over connection oriented facilities, for in
stance X. 25, X. 21, ISDN, or PSTN networKks.
Dynami cal |y established data |inks can be used in one
of two ways:

i)static point-to-point (Static): The call is estab

I i shed upon system nmanagenent action and

cl eared only on system managenment action (or
failure).

ii)dynam cally assigned (DA): The call is estab
I ished upon receipt of traffic, and brought
down on tiner expiration when idle. The ad
dress to which the call is to be established is
determined dynanmically frominformation in



the arriving NPDU(s). No I SIS routeing

PDUs are exchanged between 1Ss on a DA cir

cuit.

Al'l subnetwork types are treated by the Subnetwork | nde
pendent functions as though they were connectionl ess
subnet wor ks, using the Subnetwork Dependent Conver

gence functions of |SO 8473 where necessary to provide a
connectionl ess subnetwork service. The Subnetwork De
pendent functions do, however, operate differently on
connectionl ess and connection-oriented subnetworks.

6. 3 Topol ogi es

A single organisation may wish to divide its Adm nistrative
Domai n into a nunber of separate Routeing Donains.

This has certain advantages, as described in | SO TR 9575.
Furthernore, it is desirable for an intra-domain routeing
protocol to aid in the operation of an inter-domain routeing
protocol, where such a protocol exists for interconnecting
mul tiple administrative domai ns.

In order to facilitate the construction of such nulti-donmain
topol ogi es, provision is made for the entering of static
inter-domain routeing information. This information is pro
vided by a set of Reachabl e Address Prefixes entered by
System Managenent at the |ISs whi ch have |inks which

cross routeing domai n boundaries. The prefix indicates that
any NSAPs whose NSAP address matches the prefix may

be reachable via the SNPA with which the prefix is assoc
ated. Where the subnetwork to which this SNPA is con

nected is a general topol ogy subnetwork supporting dy

nam cally established data links, the prefix also has assoc
ated with it the required subnetwork addressing

i nformation, or an indication that it may be derived from
the destinati on NSAP address (for exanple, an X 121 DTE
address nmay sonetinmes be obtained fromthe ID of the

NSAP addr ess).

The Address Prefixes are handl ed by the | evel 2 routeing al
gorithmin the same way as information about a level 1 area
within the domain. NPDUs with a destination address

mat chi ng any of the prefixes present on any Level 2 Inter
medi ate Systemwi thin the domain can therefore be rel ayed
(using level 2 routeing) by that IS and delivered out of the
domain. (It is assuned that the routeing functions of the
ot her domain will then be able to deliver the NPDU to its
destination.)

6.4 Addresses

Wthin a routeing domain that confornms to this standard,
the Network entity titles of Internediate systens shall be
structured as described in 7.1.1.

Al'l systens shall be able to generate and forward data

PDUs cont ai ni ng NSAP addresses in any of the formats
specified by | SO 8348/ Add. 2. However, NSAP addresses

of End systens should be structured as described in 7.1.1 in
order to take full advantage of ISIS routeing. Wthin such
a domain it is still possible for some End Systens to have
addresses assigned which do not conformto 7.1.1, provided
they nmeet the nore general requirenents of

| SO 8348/ Add. 2, but they may require additional configura
tion and be subject to inferior routeing performance.

6.5 Functional Organisation

The intra-domain |1SIS routeing functions are divided into
two groups

- Subnet wor k | ndependent Functi ons

- Subnet wor k Dependent Functions

6.5.1 Subnetwork I ndependent Functions

The Subnetwor k | ndependent Functions supply full-dupl ex
NPDU transm ssi on between any pair of nei ghbour sys

tenms. They are independent of the specific subnetwork or



data link service operating below them except for recognis
ing two generic types of subnetworks:

- CGeneral Topol ogy Subnetworks, which include

HDLC poi nt-to-point, HDLC nultipoint, and dynam

cally established data Iinks (such as X 25, X 21, and
PSTN | i nks), and

- Broadcast Subnetwor ks, which include | SO 8802

LANs.

The foll owi ng Subnetwork | ndependent Functions are iden
tified

-Rout ei ng. The routeing function determ nes NPDU

paths. A path is the sequence of connected systens

and |inks between a source ES and a destination ES.

The conbi ned know edge of all the Network Layer
entities of all the Internediate systens within a route
ing donmain is used to ascertain the existence of a path,
and route the NPDU to its destination. The routeing
conmponent at an Internedi ate system has the foll ow

ing specific functions:

71t extracts and interprets the routeing PCl in an
NPDU.

71t perforns NPDU forwardi ng based on the desti

nation address.

71t manages the characteristics of the path. If a sys
temor link fails on a path, it finds an alternate

rout e.

71t interfaces with the subnetwork dependent func

tions to receive reports concerning an SNPA

whi ch has becone unavail able, a systemthat has

failed, or the subsequent recovery of an SNPA or

system

71t inforns the |1 SO 8473 error reporting function

when the forwarding function cannot relay an

NPDU, for instance when the destination is un

reachabl e or when the NPDU woul d have needed

to be segnented and the NPDU requested no seg

nment at i on.

- Congestion control. Congestion control nmanages the
resources used at each Internediate system

6. 5.2 Subnetwork Dependent Functions

The subnetwork dependent functions nmask the characteris
tics of the subnetwork or data link service fromthe
subnet wor k i ndependent functions. These incl ude:
-Qperation of the Internmedi ate system functi ons of

| SO 9542 on the particul ar subnetwork, in order to
7Det er mi ne nei ghbour Network entity title(s) and
SNPA addr ess(es)

7Det erm ne the SNPA address(s) of operational In
ternedi ate systens

-Qperation of the requisite Subnetwork Dependent
Conver gence Function as defined in I SO 8473 and its
Addendum 3, in order to perform

7Data link initialisation

7Hop by hop fragmentation over subnetworks with
smal | maxi mum SNSDU si zes

7Cal | establishment and clearing on dynamically es
tablished data |inks

6.6 Design Coals

This International Standard supports the follow ng design
requi renents. The correspondence with the goals for OS
routeing stated in | SO TR 9575 are not ed.

-Networ k Layer Protocol Conpatibility. It is com
patible with 1 SO 8473 and | SO 9542. (See clause 7.5
of 1SO TR 9575),

-Sinple End systenms: It requires no changes to end
systens, nor any functions beyond those supplied by



| SO 8473 and | SO 9542. (See clause 7.2.1 of ISOTR
9575),

-Multiple Oganisations: It allows for nmultiple route
ing and adninistrative domains through the provision
of static routeing information at donmai n boundari es.
(See clause 7.3 of |1SQ TR 9575),

-Deliverability It accepts and delivers NPDUs ad
dressed to reachabl e destinations and rejects NPDUs
addressed to destinations known to be unreachabl e.
-Adaptability. It adapts to topol ogical changes within
the routeing donain, but not to traffic changes, except
potentially as indicated by |ocal queue lengths. It
splits traffic load on nmultiple equival ent paths. (See
clause 7.7 of SO TR 9575),

-Pronptness. The period of adaptation to topol ogica
changes in the donmain is a reasonable function of the
domai n dianmeter (that is, the nmaxi mumlogical dis

tance between End Systens within the domain) and

Data |ink speeds. (See clause 7.4 of |1SO TR 9575),
-Efficiency. It is both processing and menory effi
cient. It does not create excessive routeing traffic
overhead. (See clause 7.4 of |SO TR 9575),

- Robustness. It recovers fromtransient errors such as
|l ost or tenporarily incorrect routeing PDUs. It toler
ates inpreci se paraneter settings. (See clause 7.7 of

| SO TR 9575),

-Stability. It stabilises in finite tine to good routes,
provi ded no continuous topol ogi cal changes or con

ti nuous data base corruptions occur

- Syst em Managenent control. System Managenent

can control many routeing functions via paraneter
changes, and inspect paraneters, counters, and routes.
It will not, however, depend on system nmanagenent
action for correct behaviour.

-Sinplicity. It is sufficiently sinple to permt perform
ance tuning and failure isolation.

-Maintainability. It provides nechanisns to detect,

i solate, and repair nost common errors that may affect
the routeing conputation and data bases. (See cl ause
7.8 of 1SO TR 9575),

-Heterogeneity. It operates over a m xture of network
and systemtypes, conmunication technol ogi es, and
topologies. It is capable of running over a wide variety
of subnetworks, including, but not limted to: |1SO
8802 LANs, |SO 8208 and X.25 subnetworks, PSTN

networ ks, and the OSI Data Link Service. (See clause
7.1 of 1SQO TR 9575),

-Extensibility. It acconmopdates increased routeing
functions, leaving earlier functions as a subset.
-Evolution. It allows orderly transition from al gorithm
to algorithmwi thout shutting down an entire donmain.

- Deadl ock Prevention. The congestion control conpo

nent prevents buffer deadl ock

-Very Large Donmains. Wth hierarchical routeing, and

a very large address space, donmins of essentially un
limted size can be supported. (See clause 7.2 of

| SO TR 9575),

-Area Partition Repair. It pernits the utilisation of
level 2 paths to repair areas which becone partitioned
due to failing level 1 links or I1Ss. (See clause 7.7 of
| SO TR 9575),

-Determ nism Routes are a function only of the phys
cal topology, and not of history. In other words, the
same topology will always converge to the sane set of
routes.

-Protection fromM s-delivery. The probability of



nms-delivering a NPDU, i.e. delivering it to a Trans
port entity in the wong End System is extrenely |ow

-Availability. For donmin topologies with cut set
greater than one, no single point of failure will parti
tion the domain. (See clause 7.7 of |SQ TR 9575),
-Service O asses. The service classes of transit delay,
expense22Expense is referred to as cost in | SO 8473. The latter termis
not used here because of possible confusion with the nore general usage
of the termto

i ndi cate path cost according to any routeing netric.

, and residual error probability of |SO 8473

are supported through the optional inclusion of nulti
ple routeing netrics.

- Aut henti cation. The protocol is capable of carrying
information to be used for the authentication of Inter
medi ate systens in order to increase the security and
robustness of a routeing domain. The specific mecha

ni smsupported in this International Standard how

ever, only supports a weak form of authentication us

i ng passwords, and thus is useful only for protection
agai nst accidental msconfiguration errors and does

not protect against any serious security threat. In the
future, the algorithnms nmay be enhanced to provide
stronger forms of authentication than can be provided
wi th passwords without needing to change the PDU
encodi ng or the protocol exchange machinery.

6.6.1 Non- Goal s

The following are not within the design scope of the intra-
domain |1SIS routeing protocol described in this Interna
tional Standard:

-Traffic adaptation. It does not automatically nodify
routes based on global traffic |oad.
-Source-destination routeing. It does not deternne
routes by source as well as destination

-Cuaranteed delivery. It does not guarantee delivery
of all offered NPDUs.

-Level 2 Subdomain Partition Repair. It will not uti
ise Level 1 paths to repair a |level 2 subdomain parti
tion. For full logical connectivity to be available, a

connected | evel 2 subdonain is required.

-Equal treatment for all ES Inplenmentations. The

End system poll function defined in 8.4.5 presunes
that End systens have inplenented the Suggested ES
Configuration Tinmer option of |SO 9542. An End sys
tem whi ch does not inplenent this option nmay experi
ence a tenporary |loss of connectivity follow ng cer
tain types of topology changes on its |oca

subnet wor k.

6.7 Environmental Requirenents

For correct operation of the protocol, certain guarantees are
required fromthe local environnment and the Data Link
Layer.

The required | ocal environnent guarantees are:

a) Resource allocation such that the certain mninumre
source guarantees can be net, including

1) nenory (for code, data, and buffers)

2) processi ng;

See 12.2.5 for specific performance levels required for
conf or mance

b) A quota of buffers sufficient to performrouteing func
tions;

c)Access to a timer or notification of specific tinmer exp
ration; and

d)A very low probability of corrupting data.

The required subnetwork guarantees for point-to-point |inks



are:
a) Provi sion that both source and destination systens
compl ete start-up before PDU exchange can occur

b) Det ecti on of renote start-up

c)Provision that no old PDUs be received after start-up
is conpl ete;

d) Provision that no PDUs transmitted after a particular
startup is conplete are delivered out of sequence
e)Provision that failure to deliver a specific subnetwork
SDUw Il result in the tinely disconnection of the

subnet work connection in both directions and that this
failure will be reported to both systenms; and
f)Reporting of other subnetwork failures and degraded
subnet wor k condi ti ons.

The required subnetwork guarantees for broadcast |inks are:
a)Multicast capability, i.e., the ability to address a subset
of all connected systens with a single PDU

b) The foll owi ng events are | ow probability, which

nmeans that they occur sufficiently rarely so as not to

i npact performance, on the order of once per thou

sand PDUs

1) Rout ei ng PDU non-sequentiality,

2)Routeing PDU | oss due to detected corruption; and

3) Recei ver overrun

c) The followi ng events are very | ow probability,

whi ch nmeans performance will be inpacted unless

they are extrenely rare, on the order of |ess than one
event per four years

1)Delivery of NPDUs with undetected data corrup

tion; and

2)Non-transitive connectivity, i.e. where systemA

can receive transnissions fromsystens B and C

but system B cannot receive transm ssions from

system C.

The followi ng services are assuned to be not avail able

from broadcast |inks

a) Reporting of failures and degraded subnetwork cond

tions that result in NPDU | oss, for instance receiver
failure. The routeing functions are designed to account

for these failures

6.8 Functional Organisation of

Subnet wor k | ndependent

Conponent s

The Subnetwork | ndependent Functions are broken down

into nore specific functional conponents. These are de
scribed briefly in this sub-clause and in detail in clause 7.
This International Standard uses a functional deconposition
adapted fromthe nodel of routeing presented in clause 5.1

of 1SQ TR 9575. The deconposition is not identical to that

in |1SO TR 9575, since that nodel is nore general and not
specifically oriented toward a detail ed description of intra-
domai n routeing functions such as supplied by this proto

col .

The functional deconposition is shown belowin figure 2.
6. 8.1 Routeing

The routeing processes are:

- Deci si on Process

- Updat e Process

NOTE this conprises both the Information Collection
and Information Distribution conmponents identified in

| SO TR 9575.

- Forwar di ng Process

- Recei ve Process

6.8.1.1 Decision Process

This process calculates routes to each destination in the do



main. It is executed separately for level 1 and level 2 route
ing, and separately within each level for each of the route
ing netrics supported by the Internediate system It uses

the Link State Database, which consists of information

fromthe latest Link State PDUs from every other Interme
diate systemin the area, to conpute shortest paths fromthis
ISto all other systens in the area 9in figure 2. The
Link State Data Base is maintained by the Update Process.
Execution of the Decision Process results in the deternina
tion of [circuit, neighbour] pairs (known as adjacencies),
which are stored in the appropriate Forwardi ng | nformation
base 10 and used by the Forwardi ng process as paths

al ong which to forward NPDUs.

Several of the paraneters in the routeing data base that the
Deci sion Process uses are deternmined by the inplenenta
tion. These include:

-maxi mum nunber of Internediate and End systens

within the IS s area

- maxi mum nunber of Internediate and End system

nei ghbours of the IS, etc.

so that databases can be sized appropriately. Al so parane
ters such as

-routeing metrics for each circuit; and

-timers

can be adjusted for enhanced performance. The conplete
list of System Managenent set-able paraneters is listed in
cl ause 11.

6.8. 1.2 Update Process

This process constructs, receives and propagates Link State
PDUs. Each Link State PDU contains infornmation about the
identity and routeing nmetric values of the adjacencies of
the 1S that originated the Link State PDU

The Update Process receives Link State and Sequence
Nunmbers PDUs fromthe Receive Process 4in figure

2. It places new routeing information in the routeing infor
mati on base 6 and propagates routeing information to

other Intermedi ate systens 7and 8

Ceneral characteristics of the Update Process are:

-Link State PDUs are generated as a result of topolog

cal changes, and al so periodically. They nmay al so be
generated indirectly as a result of System Manage

ment actions (such as changi ng one of the routeing

metrics for a circuit).

-Level 1 Link State PDUs are propagated to all Inter

nmedi ate systens within an area, but are not propa

gated out of an area.

-Level 2 Link State PDUs are propagated to all Level 2
Internediate systens in the domain.

-Link State PDUs are not propagated outside of a do

mai n.

-The update process, through a set of System Manage
ment paraneters, enforces an upper bound on the
amount of routeing traffic overhead it generates.
6.8. 1.3 Forwardi ng Process
This process supplies and manages the buffers necessary to
support NPDU relaying to all destinations.
It receives, via the Receive Process, |SO 8473 PDUs to be
forwarded 5 in figure 2.
It performs a | ookup in the appropriate33The appropriate Forwardi ng
Dat abase is sel ected by choosing a routeing netric based on fields in
the QoS Mai nt enance option of |SO 8473.
Forwar di ng Dat a
base 11 to deternine the possible output adjacencies
to use for forwarding to a given destination, chooses one
adj acency 12, generates error indications to | SO 8473



14 , and signals |SO 9542 to issue Redirect PDUs

13.
6.8. 1.4 Receive Process
The Receive Process obtains its inputs fromthe foll ow ng
sour ces
-received PDUs with the NPID of I|ntra-Donain route

ing 2in figure 2,
-routeing information derived by the ESIS protoco
fromthe receipt of 1SO 9542 PDUs 1; and
-1 SO 8473 data PDUs handed to the routeing function

by the | SO 8473 protocol nachine 3.

It then perforns the appropriate actions, which may involve
passing the PDU to sonme other function (e.g. to the For
war di ng Process for forwarding 5).
7 Subnetwor k | ndependent

Functi ons
This clause describes the algorithns and associ ated data
bases used by the routeing functions. The nanaged objects
and attributes defined for System Managenent purposes are
described in clause 11.
The followi ng processes and data bases are used internally
by the subnetwork independent functions. Follow ng each
process or data base title, in parentheses, is the type of sys
tems whi ch nust keep the database. The systemtypes are

L2 (level 2 Internediate system), and L1 (level 1 Inter

medi ate systen). Note that a level 2 Internmediate systemis
also a level 1 Internediate systemin its home area, so it
nmust keep level 1 databases as well as |evel 2 databases.

Processes:

- Deci sion Process (L2, L1)

-Update Process (L2, L1)

- Forwardi ng Process (L2, L1)

- Receive Process (L2, L1)

Dat abases:

-Level 1 Link State data base (L2, L1)

-Level 2 Link State data base (L2)

- Adj acency Dat abase (L2, L1)

-Crcuit Database (L2, L1)

-Level 1 Shortest Paths Database (L2, L1)

-Level 2 Shortest Pat hs Database (L2)

-Level 1 Forwardi ng Dat abases one per routeing

metric (L2, L1)

-Level 2 Forwardi ng Dat abase one per routeing

metric (L2)

7.1 Addresses

The NSAP addresses and NETs of systens are variable

I ength quantities that conformto the requirenments of |SO
8348/ Add. 2. The correspondi ng NPAl contained in | SO

8473 PDUs and in this protocol’s PDUs (such as LSPs and
Il Hs) must use the preferred binary encoding; the underly
ing syntax for this information nay be either abstract binary
syntax or abstract decinmal syntax. Any of the AFls and
their corresponding DSP syntax nmay be used with this pro
tocol .

7.1.1 NPAI O Systems Wthin A Routeing

Domai n

Figure 3 illustrates the structure of an encoded NSAP ad
dress or NET.

The structure of the NPAl will be interpreted in the follow
ing way by the protocol described in this international stan
dar d:

Area Address

address of one area within a routeing domain a

variable I ength quantity consisting of the entire high-
order part of the NPAlI, excluding the ID and SEL



fields, defined bel ow
ID Systemidentifier a variable length field from1l to
8 octets (inclusive). Each routeing domain enpl oy
ing this protocol shall select a single size for the ID
field and all Internediate systens in the routeing do
mai n shall use this length for the systemI|Ds of al
systenms in the routeing donain.

The set of ID Ilengths supported by an inplenmenta
tion is an inplenentation choice, provided that at
| east one value in the pernmtted range can be ac
cepted. The routeing domai n adnministrator nust en

sure that all 1Ss included in a routeing domain are
able to use the ID length chosen for that domain.
SEL NSAP Sel ector a 1-octet field which acts as a se

lector for the entity which is to receive the PDU(this
may be a Transport entity or the Internediate system
Network entity itself). It is the least significant (Ilast)
octet of the NPAI

7.1.2 Depl oyment of Systemns

For correct operation of the routeing protocol defined in
this international standard, systens deployed in a routeing
domai n nust neet the follow ng requirenents:

a) For all systens:

1) Each systemin an area must have a uni que sys

tem D that is, no two systems (IS or ES) in an

area can use the sanme |ID val ue.

2) Each area address nust be unique within the gl oba

CSIE: that is, a given area address can be associ

ated with only one area.

3)All systens having a given val ue of area address

nmust be located in the same area

b) Addi ti onal Requirenents for Internedi ate systens:

1) Each Level 2 Internediate systemwithin a route

i ng donmai n nust have a unique value for its ID

field: that is, no two level 2 ISs in a routeing do
mai n can have the sane value in their ID fields.

c) Addi ti onal Requirenments for End systens:

1)No two End systens in an area nmay have ad

dresses that match in all but the SEL fields.

d) An End system can be attached to a level 1 IS only if
its area address matches one of the entries in the adja
cent IS s nanua



Ar ea



Addr esses paraneter.

It is the responsibility of the routeing domain’s admnistra
tive authority to enforce the requirenents of 7.1.2. The pro
tocol defined in this international standard assunes that
these requirenents are nmet, but has no neans to verify
conmpliance with them

7.1.3 Manual area addresses

The use of several synonynous area addresses by an IS is
acconmodat ed through the use of the managenent parane

ter manual



Ar ea



Addresses. This parameter is set locally

for each level 1 IS by system managenent; it contains a |ist
of all synonynous area addresses associated with the IS, in
cluding the 1S s area address as contained in its own NET.
Each level 1 IS distributes its nanual



Ar ea



Addresses in

its Level 1 LSP's Area Addresses field, thus allow ng

level 2 1Ss to create a conposite list of all area addresses
supported within a given area. Level 2 ISs in turn advertise
the conposite list throughout the |evel 2 subdonmain by in
cluding it in their Level 2 LSPs Area Addresses field,

thus distributing information on all the area addresses asso
ciated with the entire routeing donmain. The procedures for
establ i shing an adj acency between two level 1 ISs require
that there be at |east one area address in common between
their two manual



Ar ea



Addresses lists, and the proce
dures for establishing an adjacency between a level 1 Is and

an End systemrequire that the End systenm s area address
must nmatch an entry in the IS s nanual



Ar ea



Addr esses

list. Therefore, it is the responsibility of System Manage
nment to ensure that each area address associated with an IS
is included: in particular, system managenent nust ensure
that the area addresses of all ESs and Level 1 |Ss adjacent
to a given level 1 1S are included in that 1S s nanua



Ar ea



Addresses |ist.

If the area address field for the destination address of an
8473 PDU or for the next entry in its source routeing
field, when present is not listed in the paraneter area



Addresses of a level 1 IS receiving the PDU, then the
destination system does not reside in the | S s area. Such
PDUs will be routed by |evel -2 routeing.

7.1.4 Encoding of Level 2 Addresses

When a full NSAP address is encoded according to the pre
ferred binary encoding specified in | SO 8348/ Add. 2, the

IDI is padded with leading digits (if necessary) to obtain the
maxi mum | DP | ength specified for that AFI

A Level 2 address prefix consists of a |eading sub-string of

a full NSAP address, such that it natches a set of ful

NSAP addresses that have the sane | eadi ng sub-string.

However this truncation and matching is perfornmed on the

NSAP represented by the abstract syntax of the NSAP ad

dress, not on the encoded (and hence padded) form 11An exanpl e of
prefix matching may be found in annex B, clause B.1.

Level 2 address prefixes are encoded in LSPs in the sane
way as full NSAP addresses, except when the end of the
prefix falls within the IDP. In this case the prefix is directly
encoded as the string of sem -octets with no padding.

7.1.5 Conparison of Addresses

Unl ess ot herwi se stated, numerical conparison of addresses
shall be performed on the encoded form of the address, by
paddi ng the shorter address with trailing zeros to the length
of the I onger address, and then perfornng a nunerica
conpari son.

The addresses to which this precedure applies include

NSAP addresses, Network Entity Titles, and SNPA ad

dr esses.

7.2 The Decision Process

This process uses the database of Link State information to
cal cul ate the forwardi ng database(s), from which the for
war di ng process can know the proper next hop for each

NPDU. The Level 1 Link State Database is used for calcu
lating the Level 1 Forwarding Database(s), and the Level 2
Li nk State Database is used for calculating the Level 2 For
war di ng Dat abase(s).

7.2.1 Input and out put

I NPUT

-Link State Database This database is a set of infor
mation fromthe latest Link State PDUs from all

known I nternedi ate systens (within this area, for

Level 1, or within the level 2 subdomain, for Level 2).
Thi s database is received fromthe Update Process.
-Notification of an Event This is a signal fromthe
Update Process that a change to a lIink has occurred
somewhere in the domain.

QUTPUT

-Level 1 Forwardi ng Dat abases one per routeing

nmetric

-(Level 2 Intermediate systens only) Level 2 Forward

i ng Dat abases one per routeing netric

-(Level 2 Internmedi ate systenms only) The Level 1 De

cision Process inforns the Level 2 Update Process of
the ID of the Level 2 Internediate systemw thin the

area with lowest ID reachable with real level 1 links

(as opposed to a virtual link consisting of a path

t hrough the | evel 2 subdomain)

-(Level 2 Internmediate systens only) If this Interned
ate systemis the Partition Designated Level 2 Inter
medi ate systemin this partition, the Level 2 Decision
Process inforns the Level 1 Update Process of the

val ues of the default routeing nmetric to and ID of the



partition designated level 2 Internediate systemin

each other partition of this area.

7.2.2 Routeing netrics

There are four routeing netrics defined, corresponding to

the four possible orthogonal qualities of service defined by

the QS Maintenance field of |SO 8473. Each circuit ena

nating froman Internediate systemshall be assigned a

val ue for one or nore of these netrics by System nmanage

ment. The four netrics are as foll ows:

a)Default nmetric: This is a nmetric understood by every

Internediate systemin the donmain. Each circuit shal

have a positive integral value assigned for this netric.

The val ue may be associated with any objective func

tion of the circuit, but by convention is intended to

measure the capacity of the circuit for handling traffic,

for exanple, its throughput in bits-per-second. Higher

val ues indicate a | ower capacity.

b)Delay metric: This metric nmeasures the transit del ay

of the associated circuit. It is an optional metric, which

if assigned to a circuit shall have a positive integra

val ue. Higher values indicate a |onger transit del ay.

c) Expense netric: This nmetric neasures the nonetary

cost of utilising the associated circuit. It is an optiona

nmetric, which if assigned to a circuit shall have a pos

tive integral value22The path conputation algorithmutilised in this

International Standard requires that all circuits be assigned a

positive value for a nmetric. Therefore, it is

not possible to represent a free circuit by a zero value of the expense

metric. By convention, the value 1 is used to indicate a free circuit.
Hi gher val ues indicate a |arger

nonetary expense.

d)Error nmetric: This nmetric nmeasures the residual error

probability of the associated circuit. It is an optiona

metric, which if assigned to a circuit shall have a non-

zero value. Higher values indicate a |larger probability

of undetected errors on the circuit.

NOTE - The deci sion process conbines netric val ues by

sinmple addition. It is inportant, therefore, that the val ues of

the metrics be chosen accordingly.

Every Internedi ate system shall be capable of cal culating

routes based on the default netric. Support of any or all of

the other nmetrics is optional. |If an Internediate system sup

ports the calculation of routes based on a netric, its update

process may report the netric value in the LSPs for the as

sociated circuit; otherwi se, the IS shall not report the net

ric.

When cal cul ating paths for one of the optional routeing

metrics, the decision process only utilises LSPs with a

val ue reported for the corresponding netric. If no value is

associated with a nmetric for any of the IS s circuits the sys
temshall not cal cul ate routes based on that netric.

NOTE - A consequence of the above is that a systemreach

able via the default netric may not be reachabl e by another
metric.

See 7.4.2 for a description of how the forwarding process

sel ects one of these netrics based on the contents of the

| SO 8473 QS Mai ntenance option

Each of the four netrics described above may be of two

types: an Internal netric or an External netric. Interna
metrics are used to describe links/routes to destinations in
ternal to the routeing domain. External netrics are used to
describe links/routes to destinations outside of the routeing
domai n. These two types of netrics are not directly conpa
rabl e, except the internal routes are always preferred over
external routes. In other words an internal route will always
be selected even if an external route with |ower total cost



exi sts.

7.2.3 Broadcast Subnetworks

Instead of treating a broadcast subnetwork as a fully con

nect ed topol ogy, the broadcast subnetwork is treated as a
pseudonode, with links to each attached system Attached

systens shall only report their link to the pseudonode. The
designated Internedi ate system on behalf of the

pseudonode, shall construct Link State PDUs reporting the

links to all the systenms on the broadcast subnetwork with a

zero val ue for each supported routeing netric33They are set to zero
metric val ues since they have al ready been assigned netrics by the
link to the pseudonode. Assigning a non-zero value in the
pseudonode LSP woul d have the effect of doubling the actual val ue.

The pseudonode shall be identified by the sourcelD of the
Desi gnated Internedi ate system followed by a non-zero
pseudonodel D assi gned by the Designated |Internediate
system The pseudonodelD is locally unique to the Desig
nated | nternedi ate system

Desi gnated Internedi ate systens are determ ned separately
for level 1 and |level 2. They are known as the LAN Level 1
Designated IS and the LAN Level 2 Designated IS respec
tively. See 8.4.4.

An Internediate system nmay resign as Designated | nterne

di ate System on a broadcast circuit either because it (or it
SNPA on the broadcast subnetwork) is being shut down or
because sone other Intermedi ate system of higher priority
has taken over that function. Wien an Internedi ate system
resigns as Designated Internediate System it shall initiate a
network wi de purge of its pseudonode Link State PDU(s)

by setting their Renmaining Lifetine to zero and perform ng
the actions described in 7.3.16.4. A LAN Level 1 Desig

nated I ntermedi ate System purges Level 1 Link State PDUs

and a LAN Level 2 Designated |Internedi ate System purges

Level 2 Link State PDUs. An Internediate system which

has resigned as both Level 1 and Level 2 Designated Inter
nmedi ate System shall purge both sets of LSPs.

S

When an Internedi ate systemdeclares itself as designated
Internediate systemand it is in possession of a Link State
PDU of the sane |evel issued by the previous Designated
Internediate Systemfor that circuit (if any), it shall initiate
a network wi de purge of that (or those) Link State PDU(s)

as above.

7.2.4 Links

Two Internedi ate systens are not considered nei ghbours

unl ess each reports the other as directly reachabl e over one
of their SNPAs. On a Connection-oriented subnetwork

(either point-to-point or general topology), the two Interme
di ate systems in question shall ascertain their neighbour re
| ati onshi p when a connection is established and hell o PDUs
exchanged. A nalfunctioning IS might, however, report an
other IS to be a neighbour when in fact it is not. To detect
this class of failure the decision process checks that each
link reported as up in a LSP is so reported by both Inter
medi ate systenms. If an Internediate system considers a |ink
down it shall not mention the link in its Link State PDUs.
On broadcast subnetworks, this class of failure shall be de
tected by the designated IS, which has the responsibility to
ascertain the set of Internediate systens that can all com
nmuni cate on the subnetwork. The designated IS shall in

clude these Internediate systens (and no others) in the

Link State PDU it generates for the pseudonode represent

i ng the broadcast subnetwork.

7.2.5 Multiple LSPs for the sane system

The Update process is capable of dividing a single |Iogical
LSP into a nunber of separate PDUs for the purpose of



conserving |ink bandwi dth and processing (see 7.3.4). The
Deci si on Process, on the other hand, shall regard the LSP
with LSP Nunber zero in a special way. If the LSP with

LSP Nunmber zero and renmining lifetine > 0, is not present
for a particular systemthen the Decision Process shall not
process any LSPs with non-zero LSP Number which may

be stored for that system

The followi ng information shall be taken only fromthe LSP
wi th LSP Nunber zero. Any val ues which nmay be present

in other LSPs for that systemshall be disregarded by the
Deci si on Process.

a) The setting of the LSP Database Overload bit.

b) The val ue of the I'S Type field.

c) The Area Addresses option.

7.2.6 Routeing Al gorithm Overview

The routeing algorithmused by the Decision Process is a
shortest path first (SPF) algorithm Instances of the al go
rithmare run independently and concurrently by all Inter
nedi ate systens in a routeing domain. Intra-Donain route
ing of a PDU occurs on a hop-by-hop basis: that is, the a
gorithmdeterm nes only the next hop, not the conplete
path, that a data PDU will take to reach its destination. To
guarantee correct and consistent route conputation by
every Internediate systemin a routeing domain, this Inter
nati onal Standard depends on the follow ng properties:

a)All Internediate systens in the routeing domain con
verge to using identical topology information; and

b) Each Internediate systemin the routeing donmain gen
erates the sane set of routes fromthe sane input to

pol ogy and set of netrics.

The first property is necessary in order to prevent inconsis
tent, potentially |ooping paths. The second property is nec
essary to neet the goal of determinismstated in 6.6.

A system executes the SPF algorithmto find a set of |ega
paths to a destination systemin the routeing domain. The
set may consist of:

a)a single path of minimumnetric sum these are

ternmed m ni num cost pat hs;

b)a set of paths of equal mninumnetric sum these are
terned equal m ni mum cost paths; or

c)a set of paths which will get a PDU closer to its desti
nati on than the | ocal system these are called down
stream pat hs.

Pat hs which do not neet the above conditions are illega
and shall not be used.

The Decision Process, in determning its paths, also ascer
tains the identity of the adjacency which lies on the first
hop to the destination on each path. These adjacencies are
used to formthe Forwardi ng Database, which the forward

i ng process uses for relaying PDUs.

Separate route cal cul ations are made for each pairing of a
level in the routeing hierarchy (i.e. L1 and L2) with a sup
ported routeing netric. Since there are four routeing nmetrics
and two | evels sone systens may execute nultiple in
stances of the SPF algorithm For exanple,

-if an 1Sis a L2 Internmedi ate system whi ch supports al
four metrics and conputes m ni nrum cost paths for al
metrics, it would execute the SPF cal cul ati on ei ght

times.

-if an 1Sis a L1 Intermedi ate system which supports al
four metrics, and additionally conmputes downstream

paths, it would execute the algorithm 4 W (nunber of

nei ghbours + 1) tines.

Any inplenentation of an SPF al gorithm neeting both the
static and dynam c confornance requirenents of clause 12

of this International Standard nmay be used. Reconmended



i mpl enent ati ons are described in detail in Annex C
7.2.7 Renoval of Excess Paths
Wien there are nore than nmax









Pat h



Splits | egal
paths to a destination, this set shall be pruned until only
max









Pat h



Splits remain. The Internedi ate system

shal | discrimnate based upon

NOTE - The preci se precedence anong the paths is spec

fied in order to neet the goal of determinismdefined in 6.6.

-adj acency type: Paths associated with End system or

| evel 2 reachabl e address prefix adjacencies are re

tained in preference to other adjacencies

-metric sum Paths having a | esser netric sumare re
tained in preference to paths having a greater netric

sum By netric sumis understood the sum of the

metrics along the path to the destination

-nei ghbour I D: where two or nore paths are assoc

ated with adjacencies of the same type, an adjacency

with a | ower neighbour IDis retained in preference to

an adj acency with a hi gher nei ghbour id.

-circuit ID: where two or nore paths are associ ated

wi t h adj acenci es of the sane type, and sanme nei gh

bour 1D, an adjacency with a lower circuit IDis re

tained in preference to an adjacency with a higher cir

cuit ID, where circuit IDis the value of:

7ptPtCircuitl D for non-broadcast circuits,

71 1Circuit1 D for broadcast circuits when running

the Level 1 Decision Process, and

71 2Circuit1 D for broadcast circuits when running

the Level 2 Decision Process.

-1 ANAddr ess: where two or nore adjacencies are of

the sane type, same nei ghbour ID, and sane circuit

ID (e.g. a systemwith multiple LAN adapters on the

same circuit) an adjacency with a | ower | ANAddress

is retained in preference to an adjacency with a higher

| ANAddr ess.

7.2.8 Robust ness Checks

7.2.8.1 Conputing Routes through Overl oaded

I nternedi ate systens

The Decision Process shall not utilise alink to an Interne
di ate system nei ghbour froman IS whose LSPs have the

LSP Dat abase Overload indication set. Such paths may in
troduce | oops since the overloaded IS does not have a com
plete routeing informati on base. The Decision Process shall,
however utilise the link to reach End system nei ghbours
since these paths are guaranteed to be non-I ooping.

7.2.8.2 Two-way connectivity check

The Decision Process shall not utilise a |link between two

I nternedi ate Systens unless both |Ss report the |ink

NOTE - the check is not applicable to links to an End Sys
tem

Reporting the link indicates that it has a defined val ue for
| east the default routeing nmetric. It is permissible for two
endpoints to report different defined values of the same
metric for the sane link. In this case, routes may be asym
netric.

7.2.9 Construction of a Forwardi ng Dat abase

The information that is needed in the forwarding database
for routeing nmetric k is the set of adjacencies for each sys
tem N

7.2.9.1 ldentification of Nearest Level 2 IS by a

Level 1 1S

Level 1 Internediate systens need one additional piece of

i nformati on per routeing netric: the next hop to the nearest
level 2 Internmedi ate system according to that routeing net
ric. Alevel 1 1S shall ascertain the set, R of attached
level 2 Internediate systen(s) for netric k such that the to
tal cost to Rfor netric k is mininmal.

If there are nore adjacencies in this set than nax

at












Pat h



Splits, then the IS shall renpve excess adj acencies as
described in 7.2.7.

7.2.9.2 Setting the Attached Flag in Level 2

I nternedi ate Systens

If a level 2 Intermediate system di scovers, after conputing
the level 2 routes for netric k, that it cannot reach any other
areas using that netric, it shall

-set AttachedFlag for netric k to Fal se

-regenerate its Level 1 LSP with LSP nunber zero; and
-conpute the nearest level 2 Internediate systemfor

metric k for insertion in the appropriate forwarding

dat abase, according to the algorithm described in

7.2.9.1 for level 1 Internedi ate systens.

NOTE - AttachedFlag for each netric k is exam ned by the
Update Process, so that it will report the value in the ATT
field of its Link State PDUs.

If a level 2 Intermediate system di scovers, after conputing
the level 2 routes for nmetric k, that it can reach at |east one
other area using that netric, it shal

-set AttachedFlag for netric k to True

-regenerate its Level 1 LSP with LSP nunber zero; and

-set the level 1 forwardi ng database entry for netric k

whi ch corresponds to nearest level 2 Internediate

systemto Self.

7.2.10 Information for Repairing Partitioned

Ar eas

An area may becone partitioned as a result of failure of one
or nore links in the area. However, if each of the partitions
has a connection to the level 2 subdomain, it is possible to
repair the partition via the |level 2 subdomain, provided that

the Il evel 2 subdomain itself is not partitioned. This is illus
trated in Figure 4.
Al'l the systems A I, Rand P are in the sane area n.

When the |ink between D and E is broken, the area be

cones partitioned. Wthin each of the partitions the Parti
tion Designated Level 2 Internediate systemis sel ected
fromanong the level 2 Internediate systens in that parti
tion. In the case of partition 1 this is P, and in the case of
partition 2 this is R The level 1 repair path is then estab
i shed between between these two level 2 Internediate sys
tens. Note that the repaired link is now between P and R

not between D and E

The Partition Designated Level 2 Internediate Systens re
pair the partition by forwardi ng NPDUs destined for other
partitions of the area through the level 2 subdonain. They
do this by acting in their capacity as Level 1 Internediate
Systens and advertising in their Level 1 LSPs adjacencies

to each Partition Designated Level 2 Internediate System

in the area. This adjacency is known as a Virtual Adja

cency or Virtual Link. Thus other Level 1 Internediate
Systens in a partition calculate paths to the other partitions
through the Partition Designated Level 2 Internediate Sys
tem A Partition Designated Level 2 Internediate System
forwards the Level 1 NPDUs through the |evel 2 subdomain

by encapsulating themin 8473 Data NPDUs with its Virtua
Network Entity Title as the source NSAP and the adja

cent Partition Designated Level 2 Internediate Systenis
Virtual Network Entity Title as the destination NSAP. The
foll owi ng sub-cl auses describe this in nore detail

7.2.10.1 Partition Detection and Virtual Level 1

Li nk Creation

Partitions of a Level 1 area are detected by the Level 2 In
ternedi ate Systen(s) operating within the area. |n order to
participate in the partition repair process, these Level 2 In
ternedi ate systens nust also act as Level 1 Internediate



systenms in the area. A partition of a given area exi sts when
ever two or nore Level 2 |Ss located in that area are re
ported in the L2 LSPs as being a Partition Designated

Level 2 IS. Conversely, when only one Level 2 IS in an

area is reported as being the Partition Designated Level 2

IS, then that area is not partitioned. Partition repair is ac
conpl i shed by the Partition Designated Level 2 IS. The

el ection of the Partition Designated Level 2 IS as descri bed
in the next subsection nust be done before the detection

and repair process can begin.

In order to repair a partition of a Level 1 area, the Partition
designated Level 2 IS creates a Virtual Network Entity to
represent the partition. The Network Entity Title for this
virtual network entity shall be constructed fromthe first
listed area address fromits Level 2 Link State PDU, and the
ID of the Partition Designated Level 2 IS. The IS shall also
construct a virtual link (represented by a new Virtual Adja
cency managed object) to each Partition Designated Level 2
ISinthe area, with the NET of the partition recorded in the
Identifier attribute. The virtual links are the repair paths for
the partition. They are reported by the Partition Designated
Level 2 1Sinto the entire Level 1 area by adding the ID of
each adjacent Partition Designated Level 2 ISto the In
ternedi ate System Nei ghbours field of its Level 1 Link

State PDU. The Virtual Flag shall be set True for these

I nternedi ate System nei ghbours. The netric value for this
virtual link shall be the default netric value d(N) obtained
fromthis systenis Level 2 PATHS dat abase, where N is the

adj acent Partition Designated Level 2 IS via the Level 2
subdormai n.

An Internedi ate System which operates as the Partition

Desi gnated Level 2 Internediate System shall performthe
followi ng steps after conpleting the Level 2 shortest path
conputation in order to detect partitions in the Level 1 area
and create repair paths:

a) Exami ne Level 2 Link State PDUs of all Level 2 Inter
medi at e systens. Search area



Addr esses for any ad
dress that matches any of the addresses in partition
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Addresses. If a match is found, and the Parti

tion Designated Level 2 Internediate systenis ID

does not equal this systenis ID, then informthe |eve
1 update process at this systemof the identity of the

Partition Designated Level 2 Internediate system to

gether with the path cost for the default routeing net

ric to that Internmedi ate system

b) Conti nue exam ning Level 2 LSPs until all Partition

Desi gnated Level 2 Internediate systens in other par
titions of this area are found, and informthe Level 1
Update Process of all of the other Partition Designated
Level 2 Internediate systens in other partitions of this
area, so that

1)Level 1 Link State PDUs can be propagated to al

other Partition designated level 2 Internediate sys

tems for this area (via the |level 2 subdonuin).

2)All the Partition Designated Level 2 Internediate
systens for other partitions of this area can be re

ported as adjacencies in this systenmis Level 1 Link

State PDUs.

If a partition has healed, the IS shall destroy the associ ated
virtual network entity and virtual link by deleting the Vir
tual Adjacency. The Partition Designated Level 2 IS de
tects a healed partition when another Partition Designated

Level 2 IS Ilisted as a virtual link inits Level 1 Link State
PDU was not found after running the partition detection and
virtual link creation algorithmdescribed above.

If such a Virtual Adjacency is created or destroyed, the IS
shall generate a partitionVirtual Li nkChange notification
7.2.10.2 Election of Partition Designated Level 2

I nternedi ate System

The Partition Designated Level 2 ISis a Level 2 IS which
-reports itself as attached by the default netric inits
LSPs;
-reports itself as inplenmenting the partition repair op
tion;
-operates as a Level 1 1S in the area;
-is reachable via Level 1 routeing wi thout traversing
any virtual |inks; and
-has the lowest ID
The el ection of the Partition Designated Level 2 IS is per
fornmed by running the decision process algorithmafter the
Level 1 decision process has finished, and before the
Level 2 decision process to deternmne Level 2 paths is exe
cut ed.
In order to guarantee that the correct Partition Designated
Level 2 ISis elected, the decision process is run using only
the Level 1 LSPs for the area, and by exami ning only the
I nt ernedi ate System Nei ghbours whose Virtual Flag is
FALSE. The results of this decision process is a set of all
the Level 1 Internediate Systens in the area that can be
reached via Level 1, non-virtual link routeing. Fromthis
set, the Partition Designated Level 2 IS is selected by
choosing the IS for which
-1S Type (as reported in the Level 1 LSP) is Level 2
I nt ernedi ate System

-ATT indicates attached by the default netric;

-P indicates support for the partition repair option; and
-IDis the | owest anong the subset of attached Level 2

I nt er nedi ate Syst ens.

7.2.10.3 Conputation of Partition area addresses

A Level 2 Internediate System shall conpute the set of
partition
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Addresses, which is the union of all
manual
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Addresses as reported in the Level 1 Link

State PDUs of all Level 2 Intermedi ate systens reachable in
the partition by the traversal of non-virtual links. |If nore
t han max
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Addresses are present, the Interne

diate systemshall retain only those areas with nunerically
| owest area address (as described in 7.1.5). If one of the lo
cal systenis nanual
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Addresses is so rejected the

notification manual Addr essDr oppedFr onArea shall be
gener at ed.

7.2.10.4 Encapsul ation of NPDUs Across the

Virtual Link

Al'l NPDUs sent over virtual l|inks shall be encapsul ated as

| SO 8473 Data NPDUs. The encapsul ati ng Data NPDU

shall contain the Virtual Network Entity Title of the Parti
tion Designated Level 2 IS that is forwarding the NPDU

over the virtual link in the Source Address field, and the
Virtual NET of the adjacent Partition Designated Level 2
ISin the Destination Address field. The SEL field in

bot h NSAPs shall contain the 1S-1S routeing sel ector

val ue. The QoS Maintenance field of the outer PDU shal

be set to indicate forwarding via the default routeing netric
(see table 1 on page 32).

For Data and Error Report NPDUs the Segnentation

Permitted and Error Report flags and the Lifetinme field

of the outer NPDU shall be copied fromthe inner NPDU

When the inner NPDU is decapsulated, its Lifetine field
shall be set to the value of the Lifetine field in the outer
NPDU.

For LSPs and SNPs the Segnentation Pernmitted flag

shall be set to True and the Error Report flag shall be set
to False. The Lifetine field shall be set to 255. When an
inner LSP is decapsulated, its remaining lifetime shall be
decrenented by half the difference between 255 and the
value of the Lifetinme field in the outer NPDU

Data NPDUs shall not be fragnented before encapsul ation

unl ess the total length of the Data NPDU (including header)
exceeds 65535 octets. In that case, the original Data NPDU
shall first be fragnented, then encapsulated. 1In all cases,
the encapsul ated Data NPDU nay need to be fragnented

by 1SO 8473 before transnission in which case it nust be
reassenbl ed and decapsul ated by the destination Partition
Designated Level 2 |IS. The encapsulation is further de
scribed as part of the forwarding process in 7.4.3.2. The
decapsul ation is described as part of the Receive process in
7.4.4.

7.2.11 Conputation of area addresses

A Level 1 or Level 2 Internediate Systemshall conpute

the val ues of area



Addresses (the set of area addresses

for this Level 1 area), by formng the union of the sets of
manua
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Addresses reported in the Area Addresses

field of all Level 1 LSPs with LSP nunber zero in the | ocal
Internediate system s |ink state database.

NOTE - This includes all source systens, whether currently
reachable or not. It also includes the local Internediate sys
tems owmn Level 1 LSP with LSP nunber zero.

NOTE - There is no requirenent for this set to be updated

i medi ately on each change to the database contents. It is
permtted to defer the conputation until the next running of
t he Deci sion Process.

If nore than nax
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Addresses are present, the

Internediate systemshall retain only those areas with nu
merically | owest area address (as described in 7.1.5). |If one
of the local systenis nanual
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Addresses is rejected
the notification nanual



Addr ess



Dr opped



From



Area shal

be generated.

7.2.12 Order of Preference of Routes

If an Internedi ate systemtakes part in |level 1 routeing, and
determines (by | ooking at the area address) that a given des
tination is reachable within its area, then that destination
wi |l be reached exclusively by use of level 1 routeing. In
particul ar:

a)Level 1 routeing is always based on internal netrics.

b) Anongst routes in the area, routes on which the re

quested QS (if any) is supported are always preferred

to routes on which the requested QoS is not supported.

c) Amongst routes in the area of the sane QS, the short

est routes are preferred. For determ nation of the

shortest path, if a route with specific QS support is
avai l abl e, then the specified QS netric is used, other

wi se the default netric is used

d) Amongst routes of equal cost, load splitting nmay be

per f or med.

If an Internmedi ate systemtakes part in |level 1 routeing,
does not take part in level 2 routeing, and determ nes (by

| ooki ng at the area address) that a given destination is not
reachable within its area, and at |east one attached |evel 2
ISis reachable in the area, then that destination will be
reached by routeing to a level 2 Internediate systemas fo

| ows:

a)Level 1 routeing is always based on internal netrics.

b) Anongst routes in the area to attached | evel 2 1Ss,

routes on which the requested QS (if any) is sup

ported are always preferred to routes on which the re
gquested QoS is not supported.

c) Anongst routes in the area of the sane Q@S to at

tached level 2 ISs, the shortest route is preferred. For
determi nati on of the shortest path, if a route on which

the specified QS is avail able, then the specified QS
metric is used, otherwi se the default metric is used

d) Amongst routes of equal cost, load splitting nmay be

per f or ned.

If an Internedi ate systemtakes part in |level 2 routeing and
is attached, and the IS deternines (by | ooking at the area
address) that a given destination is not reachable within its
area, then that destination will be reached as foll ows:

a) Rout es on which the requested QoS (if any) is sup

ported are always preferred to routes on which the re
gquested QoS is not supported.

b) Anrongst routes of the same QoS, routes are priori

tised as follows:

1) H ghest precedence: routes matching the area ad

dress of any area in the routeing domain

2) Medi um pr ecedence: Routes nmatching a reachabl e

address prefix with an internal nmetric. For destina

tions matching multiple reachabl e address prefix

entries all with internal netrics, the |ongest prefix
shal |l be preferred

3) Lowest precedence: Routes matching a reachabl e

address prefix with an external nmetric. For destina

tions nmatching multiple reachabl e address prefix

entries all with external netrics, the |ongest prefix
shal | be preferred

c)For routes with equal precedence as specified above,

the shortest path shall be preferred. For determ nation

of the shortest path, a route supporting the specified

QS is used if available; otherwi se a route using the
default metric shall be used. Anbngst routes of equa

cost, load splitting may be perforned



7.3 The Update Process

The Update Process is responsible for generating and
propagating Link State information reliably throughout the
rout ei ng donmi n.

The Link State information is used by the Decision Process
to calcul ate routes

7.3.1 Input and Qut put

| NPUT

- Adj acency Dat abase nmmintained by the Subnetwork
Dependent Functions

- Reachabl e Address nmanaged objects - maintained by
Syst em Managenent

-Notification of Adjacency Database Change notifi
cation by the Subnetwork Dependent Functions that

an adj acency has cone up, gone down, or changed
cost. (Circuit up, Crcuit down, Adjacency Up, Adja
cency Down, and Cost change events)

-AttachedFlag (level 2 Intermediate systens only),
a flag conputed by the Level 2 Decision Process indi
cating whether this systemcan reach (via level 2
rout ei ng) other areas

-Link State PDUs The Receive Process passes Link

State PDUs to the Update Process, along with an indi

cation of which adjacency it was received on

- Sequence Nunbers PDUs The Receive Process

passes Sequence Nunbers PDUs to the Update Proc

ess, along with an indication of which adjacency it

was received on.

-Oher Partitions The Level 2 Decision Process

makes available (to the Level 1 Update Process on a

Level 2 Internediate systen) a list of aPartition Desig
nated Level 2 Internediate system Level 2 default

metric valueq pairs, for other partitions of this area.
QUTPUT

-Link State Database

-Signal to the Decision Process of an event, which is
either the receipt of a Link State PDU with different
information fromthe stored one, or the purging of a

Link State PDU fromthe database. The reception of a

Li nk State PDU which has a different sequence num

ber or Remaining Lifetine fromone already stored in

t he dat abase, but has an identical variable |ength por

tion, shall not cause such an event.

NOTE - An inplenentation may conpare the checksum of

the stored Link State PDU, nodified according to the

change in sequence nunber, with the checksumof the re
ceived Link State PDU. If they differ, it nmay assune that the

variable length portions are different and an event signalled

to the Decision Process. However, if the checksuns are the
same, an octet for octet conparison nust be nmade in order

to determ ne whether or not to signal the event.

7.3.2 Ceneration of Local Link State

I nf ormati on

The Update Process is responsible for constructing a set of
Link State PDUs. The purpose of these Link State PDUs is

to informall the other Internediate systens (in the area, in

the case of Level 1, or in the Level 2 subdomain, in the case
of Level 2), of the state of the |inks between the Internedi
ate systemthat generated the PDUs and its nei ghbours.

The Update Process in an Internediate system shall gener
ate one or nore new Link State PDUs under the foll ow ng

ci rcunst ances

a)upon tiner expiration;

b) when notified by the Subnetwork Dependent Func

tions of an Adjacency Database Change;

c)when a change to sonme Network Managenent charac



teristic would cause the information in the LSP to
change (for exanmple, a change in manual
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Addr esses) .

7.3.3 Use of Manual Routeing Infornmation

Manual routeing infornmation is routeing information en
tered by system nanagenent. It may be specified in two
forns.

a) Manual Adj acenci es

b) Reachabl e Addresses

These are described in the foll owi ng sub-cl auses.

7.3.3.1 Manual Adj acencies

An End system adj acency nay be created by System Man
agenment. Such an adjacency is ternmed a manual End sys
tem adj acency. In order to create a manual End system ad
j acency, system nanagenents shall specify:

a)the (set of) system|Ds reachabl e over that adjacency;
and

b)t he correspondi ng SNPA Addr ess.

These adj acenci es shall appear as adjacencies with type
Manual , nei ghbour Syst enifype End system and

state Up. Such adjacencies provide input to the Update
Process in a simlar way to adjacencies created through the
operation of SO 9542. Wen the state changes to Up the
adj acency information is included in the Internediate Sys
tems owmn Level 1 LSPs.

NOTE - Manual End system adj acencies shall not be in
cluded in a Level 1 LSPs issued on behalf of a pseudonode,
since that woul d presuppose that all Internediate systens on
a broadcast subnetwork had the sane set of nmnual adjacen
cies as defined for this circuit.

Metrics assigned to Manual adjacencies nust be Interna
metrics.

7.3.3.2 Reachabl e Addresses

A Level 2 Internedi ate system may have a nunber of
Reachabl e Address nanaged obj ects created by System
managenment. When a Reachabl e Address is in state On

and its parent Crcuit is also in state On, the nanme and
each of its defined routeing netrics shall be included in
Level 2 LSPs generated by this system

Metrics assigned to Reachabl e Address nanaged obj ects

may be either Internal or External

A reachabl e address is considered to be active when al
the follow ng conditions are true:

a) The parent circuit is in state On;

b)t he Reachable Address is in state On; and

c)the parent circuit is of type broadcast or is in data |ink
stat e Runni ng.

Whenever a reachabl e address changes from bei ng inac

tive to active a signal shall be generated to the Update
process to cause it to include the Address Prefix of the
reachabl e address in the Level 2 LSPs generated by that
system as described in 7.3.9.

Wienever a reachabl e address changes from being active

to inactive, a signal shall be generated to the Update

process to cause it to cease including the Address Prefix of
t he reachabl e address in the Level 2 LSPs.

7.3.4 Multiple LSPs

Because a Link State PDUis linmted in size to Receive



LSP



Buf f er



Size, it may not be possible to include infor

mati on about all of a systenmis neighbours in a single LSP
In such cases, a systemnmay use nultiple LSPs to convey
this information. Each LSP in the set carries the sane
sourcel D field (see clause 9), but sets its own LSP Num

ber field individually. Each of the several LSPs is handl ed
i ndependently by the Update Process, thus allow ng distri
buti on of topol ogy updates to be pipelined. However, the
Deci si on Process recogni ses that they all pertain to a com
nmon origi nati ng system because they all use the same
sourcel D

NOTE - Even if the amount of information is snmall enough

to fit in a single LSP, a systemmay optionally choose to use
several LSPs to convey it; use of a single LSP in this situ
ation is not nandatory.

NOTE - In order to minimse the transni ssion of redundant
information, it is advisable for an IS to group Reachabl e
Address Prefix information by the circuit with which it is as
soci ated. Doing so will ensure that the m ni mum nunber of
LSP fragnents need be transmitted if a circuit to another
rout ei ng donmai n changes state.

The maxi mum si zed Level 1 or Level 2 LSP which may be
generated by a systemis controlled by the val ues of the
management paraneters originating



L1



LSP



Buf



fer



Si ze or
ori



gi nat



i ng



L2



LSP



Buf f er



Si ze respectively.

NOTE - These paraneters should be set consistently by sys
tem managenent. If this is not done, sone adjacencies wll
fail to initialise.

The 1S shall treat the LSP with LSP Nunber zero in a spe
cial way, as follows:

a) The followi ng fields are neaningful to the decision
process only when they are present in the LSP with

LSP Nunber zero

1) The setting of the LSP Database Overload bit.

2) The value of the IS Type field.

3) The Area Addresses option. (This is only present

in the LSP with LSP Nunber zero, see bel ow).

b) When the val ues of any of the above itens are

changed, an Internediate Systemshall re-issue the

LSP with LSP Number zero, to informother |nterne

di ate Systens of the change. Qther LSPs need not be

rei ssued.

Once a particul ar adjacency has been assigned to a particu
lar LSP Nunber, it is desirable that it not be noved to an
other LSP Nunber. This is because noving an adj acency
fromone LSP to anot her can cause tenporary |oss of

connectivity to that system This can occur if the new ver
sion of the LSP which originally contained infornmation

about the adjacency (which now does not contain that infor
mation) is propagated before the new version of the other

LSP (which now contains the infornmation about the adja
cency). In order to ninimse the inpact of this, the follow
ing restrictions are placed on the assignnment of information
to LSPs.

a) The Area Addresses option field shall occur only in

the LSP with LSP Nunber zero

b) I nt ernedi at e Syst em Nei ghbours options shall occur

after the Area Addresses option and before any End

System (or in the case of Level 2, Prefix) Neigh

bours options.

c)End System (or Prefix) Neighbour options (if any)

shal | occur after any Area Address or Internediate

Syst em Nei ghbour opti ons.

NOTE 1In this context, after neans at a hi gher octet

number fromthe start of the sane LSP or in an LSP with

a hi gher LSP Number.

NOTE An inplementation is reconmended to ensure

that the nunber of LSPs generated for a particular system

is within approxi mately 10% of the optimal nunber

whi ch would be required if all LSPs were densely packed

wi th nei ghbour options. \Were possible this should be
acconpl i shed by re-using space in LSPs with a | ower

LSP Number for new adjacencies. If it is necessary to

nove an adjacency fromone LSP to another, the

SRM | ags (see 7.3.15) for the two new LSPs shall be

set as an atonmic action.44l1f the two SRMlags are not set atomically, a
race condition will exist in which one of the two LSPs nmay be
propagated quickly, while the other waits for

an entire propagation cycle. If this occurs, adjacencies will be
falsely elimnated fromthe topology and routes nmay becone unstable for
period of tine

potentially as |arge as maxi nunLSPGener at onl nt er val

When sonme event requires changing the LSP information

for a system the systemshall reissue that (or those) LSPs
whi ch woul d have different contents. It is not required to
rei ssue the unchanged LSPs. Thus a single End system ad

j acency change only requires the reissuing of the LSP con
tai ning the End System Nei ghbours option referring to



that adj acency. The paraneters max
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er
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val and m ni munLSPGener ati onl nt erval shal

apply to each LSP individually.

7.3.5 Periodic LSP Generation

The Update Process shall periodically re-generate and
propagate on every circuit with an IS adjacency of the ap
propriate level (by setting SRMIag on each circuit), all the
LSPs (Level 1 and/or Level 2) for the local system and any
pseudonodes for which it is responsible. The Intermnedi ate
system shall re-generate each LSP at intervals of at nost

nmax









LSP









tion



Interval seconds, with jitter

applied as described in 10.1.

These LSPs nay all be generated on expiration of a single
timer or alternatively separate tiners may be kept for each
LSP Number and the individual LSP generated on expira

tion of this tiner.

7.3.6 Event Driven LSP Generation

In addition to the periodic generation of LSPs, an Interne
di ate systemshall generate an LSP when an event occurs
whi ch woul d cause the infornmation content to change. The
foll owi ng events may cause such a change

-an Adjacency or Crcuit Up/Down event

- achange in Grcuit netric

-a change in Reachable Address netric

-a change i n nmanual



Ar ea



Addr esses

-a change in system D

-a change in Designated |Internediate System status

-a change in the waiting status

When such an event occurs the IS shall re-generate changed
LSP(s) with a new sequence nunber. If the event necess
tated the generation of an LSP which had not previously
been generated (for exanple, an adjacency Up event for

an adj acency which could not be accommpdated in an exi st
ing LSP), the sequence nunber shall be set to one. The IS
shal | then propagate the LSP(s) on every circuit by setting
SRM Il ag for each circuit. The tinmer maxi num
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er



ation



Interval shall not be reset.
There is a hold-down tinmer (mn









LSP



Gener ati on



Interval) on the generation of each individual LSP.
7.3.7 Ceneration of Level 1 LSPs

(non- pseudonode)

The Level 1 Link State PDU not generated on behalf of a
pseudonode contains the following information in its vari
able length fields.

-In the Area Addresses option the set of manual



Ar ea



Addresses for this Internediate System

-In the Internmedi ate System Nei ghbours option

the set of Internediate system|Ds of neighbouring In
ternedi ate systens forned from

7The set of nei ghbourSystem Ds with an ap

pended zero octet (indicating non-pseudonode)

from adjacencies in the state Up, on circuits of
type Point-Point, In or Qut, with

xnei ghbour Syst enifype L1 Internediate

System

xnei ghbour Syst enifype L2 | nternedi ate

System and adj acencyUsage Level 2 or

Level 1 and 2.

The metrics shall be set to the values of Level 1
metrick of the circuit for each supported routeing
netric.

7The set of [1CGrcuitlDs for all circuits of type
Broadcast (i.e. the neighbouring pseudonode

| Ds)

The metrics shall be set to the values of Level 1
metrick of the circuit for each supported routeing
netric.

7The set of IDs with an appended zero octet derived
fromthe Network Entity Titles of all Virtual Adja
cencies of this IS. (Note that the Virtual Flag is set
when encodi ng these entries in the LSP see

7.2.10.)

The default metric shall be set to the total cost to
the virtual NET for the default routeing netric.

The remaining netrics shall be set to the value in

di cati ng unsupport ed.

-In the End System Nei ghbours option the set of

| Ds of nei ghbouring End systens formed from

7The systenm D of the Internediate Systemitself,

with a value of zero for all supported netrics.

7The set of endSystem Ds from all adjacencies

with type Auto-configured, in state Up, on

circuits of type Point-to-Point, In or Qut,

wi t h nei ghbour Syst enType End system

The metrics shall be set to the values of Level 1
metrick of the circuit for each supported routeing
metric.

7The set of endSystenm Ds fromall adjacencies

with type Manual in state Up, on all circuits.

The metrics shall be set to the values of Level 1
nmetrick of the circuit for each supported routeing
nmetric.

-In the Authentication Information field if the
systenis areaTransmtPassword is non-null, in

clude the Authentication Information field contain

ing an Authentication Type of Password, and the

val ue of the areaTransnitPassword.

7.3.8 Ceneration of Level 1 Pseudonode LSPs

An IS shall generate a Level 1 pseudonode Link State PDU
for each circuit for which this Internediate Systemis the
Level 1 LAN Designated Internediate System The LSP
shal | specify the following information in its variable |ength
fields. In all cases a value of zero shall be used for all sup
ported routeing netrics

-The Area Addresses option is not present.

Note - This information is not required since the set of
area addresses for the node issuing the pseudonode

LSP will already have been nade available via its own
non- pseudonode LSP

-In the Internmedi ate System Nei ghbours option



the set of Intermediate System | Ds of neighbouring In
ternediate Systens on the circuit for which this
pseudonode LSP is being generated formed from

7The Designated Internedi ate Systenis own sys

tem D with an appended zero octet (indicating

non- pseudonode) .

7The set of nei ghbourSystem Ds with an ap

pended zero octet (indicating non-pseudonode)
from adjacencies on this circuit in the state Up
Wi th

xnei ghbour Syst enifype L1 | nternedi ate

System

xL2 Internedi ate System and adj acency

Usage Level 1

-In the End System Nei ghbours option the set of
| Ds of nei ghbouring End systens formed from
7The set of endSystenmli Ds fromall adjacencies
with type Auto-configured, in state Up, on

the circuit for which this pseudonode is being gen
erated, w th nei ghbourSystenType End sys

tem
-In the Authentication Information field if the
systeni s areaTransnitPassword is non-null, in

clude the Authentication Information field contain

ing an Authentication Type of Password, and the

val ue of the areaTransnitPassword.

7.3.9 Ceneration of Level 2 LSPs

(non- pseudonode)

The Level 2 Link State PDU not generated on behalf of a
pseudonode contains the following information in its vari
able length fields:

-In the Area Addresses option the set of area



Addresses for this Internediate system conputed as
described in 7.2.11.

-In the Partition Designated Level 2 IS option the
ID of the Partition Designated Level 2 Internediate
System for the partition

-In the Internmedi ate System Nei ghbours option

the set of Internediate system|Ds of neighbouring In
ternedi ate systens fornmed from

7The set of nei ghbourSystem Ds with an ap

pended zero octet (indicating non-pseudonode)
from adj acencies in the state Up, on circuits of
type Point-to-Point, In or Qut, wth neigh
bour Syst emlype L2 Internediate System

7The set of 112G rcuitlDs for all circuits of type
Broadcast. (i.e. the nei ghbouring pseudonode

| Ds)

The nmetric and netric type shall be set to the va
ues of Level 2 netrick of the circuit for each sup
ported routeing metric.

-In the Prefix Neighbours option the set of vari
abl e length prefixes formed from

7The set of nanes of all Reachabl e Address nman

aged objects in state On, on all circuits in state

The nmetrics shall be set to the values of Level 2
nmetrick for the reachabl e address.

-In the Authentication Infornmation field if the
systenmi s domai nTransni t Password i s non-nul |,

i nclude the Authentication Information field con

tai ning an Authentication Type of Password, and

t he val ue of the donainTransm tPassword

7.3.10 Generation of Level 2 Pseudonode LSPs

A Level 2 pseudonode Link State PDU is generated for
each circuit for which this Internmediate Systemis the
Level 2 LAN Designated Internmedi ate System and contai ns
the following information in its variable length fields. In al
cases a value of zero shall be used for all supported route
ing netrics.

-The Area Addresses option is not present.

Note - This information is not required since the set of
area addresses for the node issuing the pseudonode

LSP will already have been made available via its own
non- pseudonode LSP

-In the Internedi ate System Nei ghbours option

the set of Intermediate System | Ds of neighbouring In
ternediate Systens on the circuit for which this
pseudonode LSP is being generated formed from

7The Designated Internedi ate Systemi s own sys

tem D with an appended zero octet (indicating

non- pseudonode) .

7The set of nei ghbourSystem Ds with an ap

pended zero octet (indicating non-pseudonode)
from adj acencies on this circuit in the state Up

wi t h nei ghbour Systenifype L2 Internedi ate

System

-The Prefix Neighbours option is not present.

-In the Authentication Information field if the
systenmi s domai nTransni t Password is non-nul |,

i nclude the Authentication Information field con

tai ning an Authentication Type of Password, and

t he val ue of the donainTransm tPassword

7.3.11 Generation of the Checksum

This International Standard makes use of the checksum
function defined in | SO 8473.



The source IS shall conpute the LSP Checksum when the

LSP is generated. The checksum shall never be nodified by
any other system The checksum allows the detection of
menory corruptions and thus prevents both the use of in
correct routeing information and its further propagation by
t he Update Process.

The checksum shal |l be conputed over all fields in the LSP
whi ch appear after the Remaining Lifetine field. This

field (and those appearing before it) are excluded so that the
LSP nmay be aged by systens without requiring re-
conput ati on.

As an additional precaution against hardware failure, when
the source conputes the Checksum it shall start with the

two checksumvariables (C0 and Cl) initialised to what

they woul d be after conputing for the system D portion

(i.e. the first 6 octets) of its Source ID. (This value is com
puted and stored when the Network entity is enabled and
whenever system D changes.) The IS shall then resune

Checksum conmput ati on on the contents of the PDU after

the first ID Length octets of the Source ID field.

NOTE - Al Checksum cal cul ations on the LSP are per

forned treating the Source ID field as the first octet. This
procedure prevents the source from accidentally sending out
Link State PDUs with sone other systemis ID as source

7.3.12 Initiating Transm ssion

The 1S shall store the generated Link State PDU in the Link
State Database, overwriting any previous Link State PDU

with the sane LSP Nunber generated by this system The

IS shall then set all SRMlags for that Link State PDU, in
dicating it is to be propagated on all circuits with Interned
ate System adj acenci es.

An Internediate systemshall ensure (by reserving re

sources, or otherwise) that it will always be able to store
and internalise its own non-pseudonode zeroth LSP. In the
event that it is not capable of storing and internalising one
of its owmn LSPs it shall enter the overloaded state as de
scribed in 7.3.19.1.

NOTE - It is recommended that an Internedi ate system en
sure (by reserving resources, or otherwise) that it wll al
ways be able to store and internalise all its own (zero and

non- zero, pseudonode and non- pseudonode) LSPs.

7.3.13 Preservation of order

When an existing Link State PDUis re-transnmitted (with

the sane or a different sequence nunber), but with the

sanme information content (i.e. the variable length part) as a
result of there having been no changes in the |ocal topology
dat abases, the order of the information in the variable

I ength part shall be the sane as that in the previously trans
mtted LSP.

NOTE - |If a sequence of changes result in the state of the
dat abase returning to sone previous value, there is no re
quirenment to preserve the ordering. It is only required when
t here have been no changes whatever. This allows the re
ceiver to detect that there has been no change in the infor
mati on content by performing an octet for octet conparison

of the variable length part, and hence not re-run the decision
process.

7.3.14 Propagation of LSPs

The update process is responsible for propagating Link

State PDUs throughout the domain (or in the case of

Level 1, throughout the area).

The basic nmechanismis flooding, in which each Internedi

ate system propagates to all its neighbour Internediate sys
tens except that neighbour fromwhich it received the

PDU. Duplicates are detected and dropped.



Link state PDUs are received fromthe Receive Process.
The maxi num size control PDU (Link State PDU or Se
quence Nunbers PDU) which a system expects to receive
shal | be Receive



LSP



Buf f er



Si ze octets. (i.e. the Update

process mnust provide buffers of at least this size for the re

ception, storage and forwardi ng of received Link State
PDUs and Sequence Numbers PDUs.) |If a control PDU

larger than this size is received, it shall be treated as if

had an invalid checksum (i.e. ignored by the Update Proc
ess and a corruptedLSPRecei ved notification generated).
Upon receipt of a Link State PDU the Update Process shal
performthe follow ng functions:

a)Level 2 Link State PDUs shall be propagated on cir
cuits which have at | east one Level 2 adjacency.

b) Level 1 Link State PDUs shall be propagated on cir
cuits which have at | east one Level 1 adjacency or at
| east one Level 2 adjacency not marked Level 2

only.

c)When propagating a Level 1 Link State PDU on a

br oadcast subnetwork, the IS shall transnit to the
mul ti-destination subnetwork address AllL1IS.

d) When propagating a Level 2 Link State PDU on a
broadcast subnetwork, the 1S shall transmt to the
mul ti-destination subnetwork address Al L2IS.

NOTE Wen propagating a Link State PDU on a

general topol ogy subnetwork the Data Link Address

i s unanbi guous (because Link State PDUs are not
propagat ed across Dynamically Assigned circuits).
e)An Intermedi ate systemreceiving a Link State PDU
with an incorrect LSP Checksumor with an invalid

PDU synt ax shal

1)log a circuit notification, corruptedLSPRe

cei ved,

2)overwite the Checksum and Remmining Lifetinme

with 0, and

3)treat the Link State PDU as though its Renaining
Lifetime had expired (see 7.3.16.4.)

f)A Internediate systemreceiving a Link State PDU
which is new (as identified in 7.3.16) shal

1)store the Link State PDU into Link State database,
and

2)mark it as needing to be propagated upon all cir
cuits except that upon which it was received.

g)Wien a Internediate systemreceives a Link State
PDU from source S, which it considers older than the
one stored in the database for S, it shall set the
SRMlag for Ss Link State PDU associated with the
circuit fromwhich the older Link State PDU was re
ceived. This indicates that the stored Link State PDU
needs to be sent on the Iink fromwhich the ol der one
was received.

h) When a systemreceives a Link State PDU which is

the sane (not newer or older) as the one stored, the In
ternedi ate system shal

1) acknowl edge it if necessary, as described in 7.3.17,
and

2)clear the SRMlag for that circuit for that Link

State PDU

i)A Link State PDU received with a zero checksum

shal|l be treated as if the Renmamining Lifetine were 0.
The age, if not 0, shall be overwitten with 0.

The Update Process scans the Link State Database for Link
State PDUs with SRM I ags set. \Wen one is found, pro
vided the timestanp | astSent indicates that it was propa
gated no nore recently than nin

it
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val, the IS shal
a)transmt it on all circuits with SRMIags set, and
b) updat e | ast Sent.
7.3.15 Mani pul ation of SRM and SSN Fl ags
For each Link State PDU, and for each circuit over which
rout ei ng messages are to be exchanged (i.e. not on DA cir
cuits), there are two fl ags:
Send Routeing Message (SRMlag) if set, indicates that
Link State PDU should be transnmitted on that cir
cuit. On broadcast circuits SRMlag is cleared as
soon as the LSP has been transmtted, but on non-
broadcast circuits SRMlag is only cleared on recep
tion of a Link State PDU or Sequence Numbers
PDU as descri bed bel ow
SRM | ag shall never be set for an LSP with se
guence nunber zero, nor on a circuit whose exter
nal Domain attribute is True (See 7.3.15.2).
Send Sequence Numbers (SSNflag) iif set, indicates that
i nformati on about that Link State PDU should be in
cluded in a Partial Sequence Nunmbers PDU trans
mtted on that circuit. When the Sequence Nunbers
PDU has been transnmitted SSNflag is cleared. Note
that the Partial Sequence Nunbers PDU serves as an
acknow edgenent that a Link State PDU was re
cei ved.
SSNfl ag shall never be set on a circuit whose ex
ternal Domain attribute is True.
7.3.15.1 Action on Receipt of a Link State PDU
Wien a Link State PDU is received on a circuit C, the IS
shall performthe follow ng functions
a)Performthe foll owing PDU acceptance tests:
1)If the LSP was received over a circuit whose ex
ternal Domain attribute is True, the IS shall dis
card the PDU.
2)If the ID Length field of the PDU is not equal to
the value of the IS s routei ngDorai nl DLengt h,

the PDU shall be discarded and an iDField
Lengt hM snmat ch noti ficati on generat ed.

3)If this is alevel 1 LSP, and the set of areaRe
cei vePasswords is non-null, then performthe
foll owi ng tests:

i)If the PDU does not contain the Authentica
tion Information field then the PDU shall be

di scarded and an aut henticationFailure no
tification generated.

ii)lf the PDU contains the Authentication In
formation field, but the Authentication

Type is not equal to Password, then the

PDU shal |l be accepted unless the IS inple

ments the authenticatiion procedure indicated

by the Authentication Type. In this case

whether the IS accepts or ignores the PDU is

out side the scope of this International Stan

dar d.

iii)Qherwise, the IS shall conpare the password
in the received PDU with the passwords in the
set of areaRecei vePasswords, augnented

by the val ue of the areaTransnit Password.

If the value in the PDU natches any of these
passwords, the IS shall accept the PDU for
further processing. If the value in the PDU

does not match any of the above val ues, then

the 1S shall ignore the PDU and generate an

aut henti cationFailure notification.

4)1f this is a level 2 LSP, and the set of donainRe



cei vePasswords is non-null, then performthe

foll owi ng tests:

i)If the PDU does not contain the Authentica

tion Information field then the PDU shall be

di scarded and an aut henticationFailure no

tification generated.

ii)lf the PDU contains the Authentication In
formation field, but the Authentication

Type is not equal to Password, then the

PDU shal | be accepted unless the IS inple

ments the authenticatiion procedure indicated

by the Authentication Type. In this case

whet her the IS accepts or ignores the PDU is

out side the scope of this International Stan

dar d.

iii)OQtherwise, the IS shall conpare the password

in the received PDU with the passwords in the

set of donai nRecei vePasswords, aug

ment ed by the value of the domai nTransmit

Password. If the value in the PDU natches

any of these passwords, the IS shall accept the

PDU for further processing. If the value in the

PDU does not match any of the above val ues,

then the I'S shall ignore the PDU and generate

an aut henticationFailure notification

b)If the LSP has zero Remmining Lifetime, performthe
actions described in 7.3.16.4.

c)If the source S of the LSPis an IS or pseudonode for
which all but the last octet are equal to the system D

of the receiving Internediate System and the receiv
ing Intermedi ate System does not have that LSP in its
dat abase, or has that LSP, but no |longer considers it to
be in the set of LSPs generated by this system(e.g. it
was generated by a previous incarnation of the sys
tem, then initiate a network wi de purge of that LSP as
described in 7.3.16. 4.

d)If the source S of the LSP is a system (pseudonode or
otherwi se) for which the first 1D Length octets are
equal to the systeml D of the receiving Internediate
system and the receiving |Internmedi ate system has an
LSP in the set of currently generated LSPs fromthat
source in its database (i.e. it is an LSP generated by
this Internmedi ate system), performthe actions de
scribed in 7.3.16.1.

e)d herwi se, (the source S is sone other systen),

1)If the LSP is newer than the one in the database, or
if an LSP fromthat source does not yet exist in the
dat abase

i)Store the new LSP in the database, overwiting

t he existing database LSP for that source (if

any) with the received LSP.

ii)Set SRMlag for that LSP for all circuits

other than C

iii)Clear SRMlag for C.

iv)lIf Cis a non-broadcast circuit, set SSNfIag

for that LSP for C

v)CO ear SSNflag for that LSP for the circuits

ot her than C

2)If the LSP is equal to the one in the database (sane
Sequence Nunber, Remaining Lifetimes both zero

or both non-zero, sanme checksuns):

i)Cear SRM|lag for C

ii)lIf Cis a non-broadcast circuit, set SSNflag

for that LSP for C

3)If the LSP is older than the one in the database:
i)Set SRMlag for C.



ii)Clear SSNflag for C

When storing a new LSP, the Internmedi ate system shall first
ensure that it has sufficient nenory resources to both store
the LSP and generate whatever internal data structures will
be required to process the LSP by the Update Process. |If

t hese resources are not available the LSP shall be ignored.
It shall neither be stored nor acknow edged. When an LSP

is ignored for this reason the IS shall enter the Wiiting
State. (See 7.3.19).

When attenpting to store a new version of an existing LSP
(with the sane LSPID), which has a length | ess than or

equal to that of the existing LSP, the existing LSP shall be
renoved fromthe routeing informati on base and t he new

LSP stored as a single atom c action. This ensures that such
an LSP (which may be carrying the LSP Database Overl oad

i ndi cation froman overloaded IS) will never be ignored as
aresult of a lack of nenory resources

7.3.15.2 Action on Receipt of a Sequence Nunbers

PDU

When a Sequence Nunmbers PDU (Conplete or Partial, see
7.3.17) is received on circuit Cthe IS shall performthe fol
| owi ng functions:

a)Performthe foll owi ng PDU acceptance tests:

1)If the SNP was received over a circuit whose ex
ternal Domain attribute is True, the IS shall dis

card the PDU.

2)I1f the ID Length field of the PDUis not equal to
the value of the IS s routeingDonai nl DLengt h,

the PDU shall be discarded and an iDField



Length



M smatch notification generated.

3)If thisis alevel 1 SNP and the set of areaRe
cei vePasswords is non-null, then performthe
foll owi ng tests:

i)lIf the PDU does not contain the Authentica
tion Information field then the PDU shall be
di scarded and an aut henticationFail ure no
tification generated.

ii)lf the PDU contains the Authentication In
formation field, but the Authentication

Type is not equal to Password, then the

PDU shal | be accepted unless the IS inple
ments the authenticatiion procedure indicated
by the Authentication Type. In this case

whet her the IS accepts or ignores the PDU is
outside the scope of this International Stan
dar d.

iii)Qtherwise, the IS shall conpare the password
in the received PDU with the passwords in the
set of areaRecei vePasswords, augnented

by the val ue of the areaTransn t Password.

If the value in the PDU natches any of these
passwords, the IS shall accept the PDU for
further processing. If the value in the PDU
does not match any of the above val ues, then
the 1S shall ignore the PDU and generate an
aut henti cationFailure notification.

4)I1f this is a level 2 SNP, and the set of donai nRe
cei vePasswords is non-null, then performthe
foll owi ng tests:

i)If the PDU does not contain the Authentica
tion Information field then the PDU shall be
di scarded and an aut henticationFailure no
tification generated.

ii)lf the PDU contains the Authentication In
formation field, but the Authentication

Type is not equal to Password, then the

PDU shal |l be accepted unless the IS inple
ments the authenticatiion procedure indicated
by the Authentication Type. In this case
whether the IS accepts or ignores the PDU is
out side the scope of this International Stan
dar d.

iii)Qtherwise, the IS shall conpare the password
in the received PDU with the passwords in the

set of donai nRecei vePasswords, aug

ment ed by the value of the domai nTransmit

Password. If the value in the PDU natches

any of these passwords, the IS shall accept the
PDU for further processing. If the value in the
PDU does not match any of the above val ues,

then the I'S shall ignore the PDU and generate

an authenticationFailure notification

b) For each LSP reported in the Sequence Numbers
PDU:

1)If the reported val ue equal s the database val ue and
Cis a non-broadcast circuit, Cear SRMlag for C
for that LSP.

2)If the reported value is older than the database
val ue, Clear SSNflag, and Set SRM | ag.

3)If the reported value is newer than the database
value, Set SSNflag, and if Cis a non-broadcast
circuit Cear SRMI ag.

4)1f no database entry exists for the LSP, and the re
ported Remaining Lifetine, Checksum and Se



guence Nunber fields of the LSP are all non-

zero, create an entry with sequence nunber 0 (see
7.3.16.1), and set SSNflag for that entry and cir
cuit C. Under no circunstances shall SRM I ag be
set for such an LSP with zero sequence nunber.

NOTE - This is because possessing a zero sequence
number LSP is semantically equivalent to having no
i nformati on about that LSP. |If such LSPs were
propagated by setting SRMlag it would result in an
unnecessary consunption of both bandw dth and
nMenory resources

c)If the Sequence Nunbers PDU is a Conplete Se
guence Numbers PDU, Set SRM 1 ags for C for al

LSPs in the database (except those with zero sequence
nunber or zero remaining lifetime) with LSPIDs
within the range specified for the CSNP by the Start
LSPI D and End LSPID fields, which were not nen
tioned in the Conpl ete Sequence Nunbers PDU (i.e.
LSPs this system has, which the nei ghbour does not
claimto have).

7.3.15.3 Action on expiration of Conplete SNP

I nterval

The 1S shall performthe follow ng actions every
Conpl et eSNPI nt erval seconds for circuit C

a)lf Cis a broadcast circuit, then

1)If this Internediate systemis a Level 1 Designated
Internediate Systemon circuit C transmt a com

pl ete set of Level 1 Conplete Sequence Nunbers

PDUs on circuit C. lgnore the setting of SSNflag

on Level 1 Link State PDUs.

If the value of the IS s areaTransnitPassword

is non-null, then the IS shall include the Authenti
cation Information field in the transmtted

CSNP, indicating an Authentication Type of

Password and containing the areaTransnit

Password as the authentication val ue.

2)I1f this Internedi ate systemis a Level 2 Designated
Internediate Systemon circuit C transmt a com

pl ete set of Level 2 Conpl ete Sequence Nunbers

PDUs on circuit C. Ilgnore the setting of SSNflag

on Level 2 Link State PDUs.

If the value of the IS s domai nTransm t Pass

word is non-null, then the IS shall include the

Aut hentication Information field in the trans
mtted CSNP, indicating an Authentication Type

of Password and contai ning the donai nTrans

nm t Password as the authentication val ue.

A complete set of CSNPs is a set whose startLSPID
and endLSPI D ranges cover the conplete possible
range of LSPIDs. (i.e. there is no possible LSPID
val ue whi ch does not appear within the range of one
of the CSNPs in the set). \Were nore than one CSNP
is transmtted on a broadcast circuit, they shall be
separated by an interval of at least nmin
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Transm ssi onl nterval seconds.

NOTE An IS is permtted to transmt a small nunber

of CSNPs (no nore than 10) with a shorter separation in
terval, (or even back to back), provided that no nore

t han 1000/ mi ni num
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val CSNPs are transnmitted in any one second peri od.
b)Gtherwise (Cis a point to point circuit, including non-
DA DED circuits and virtual links), do nothing.

CSNPs are only transnmitted on point to point circuits

at initialisation.

7.3.15.4 Action on expiration of Partial SNP

I nterval

The maxi num si zed Level 1 or Level 2 PSNP which may

be generated by a systemis controlled by the val ues of
originating



L1



LSP



Buf



fer



Size or originating



L2



LSP



Buf f er



Si ze respectively. An Internediate systemshall per

formthe follow ng actions every partial SNPI nterval sec
onds for circuit Cwith jitter applied as described in 10.1:
a)lf Cis a broadcast circuit, then

1)If this Internediate systemis a Level 1 Internedi

ate Systemor a Level 2 Internediate Systemwth

manual



L2



Only



Mode Fal se, but is not a

Level 1 Designated Internediate Systemon circuit

C, transmt a Level 1 Partial Sequence Nunbers

PDU on circuit C, containing entries for as nany
Level 1 Link State PDUs with SSNflag set as will

fit in the PDU, and then clear SSNflag for these
entries. To avoid the possibility of starvation, the
scan of the LSP database for those with SSNfl ag

set shall conmmence with the next LSP which was

not included in the previous scan. |If there were no
Level 1 Link State PDUs with SSNflag set, do

not transmt a Level 1 Partial Sequence Numbers
PDU.

If the value of the IS s areaTransnitPassword

is non-null, then the IS shall include the Authenti
cation Information field in the transmitted

PSNP, indicating an Authentication Type of

Password and containing the areaTransmnit

Password as the authentication val ue.

2)I1f this Internmediate systemis a Level 2 Internedi
ate System but is not a Level 2 Designated Inter
medi ate Systemon circuit C transmt a Level 2
Partial Sequence Numbers PDU on circuit C, con
taining entries for as many Level 2 Link State
PDUs with SSNfl ag set as will fit in the PDU

and then clear SSNflag for these entries. To avoid
the possibility of starvation, the scan of the LSP
dat abase for those with SSNflag set shall com
mence with the next LSP which was not included

in the previous scan. |If there were no Level 2 Link
State PDUs with SSNfl ag set, do not transmt a
Level 2 Partial Sequence Nunbers PDU

If the value of the IS s donmi nTransnit Pass

word is non-null, then the IS shall include the
Aut hentication Information field in the trans
mtted PSNP, indicating an Authentication Type

of Password and contai ning the domai nTr ans

nm t Password as the authentication val ue.
b)Gtherwise (Cis a point to point circuit, including non-
DA DED circuits and virtual 1inks)

1)If this systemis a Level 1 Internediate system
transmt a Level 1 Partial Sequence Numbers PDU

on circuit C containing entries for as nany Leve
1 Link State PDUs with SSNflag set as will fit in
the PDU, and then clear SSNflag for these en

tries. To avoid the possibility of starvation, the
scan of the LSP database for those with SSNfl ag
set shall commence with the next LSP which was

not included in the previous scan. If there were no
Level 1 Link State PDUs with SSNflag set, do

not transmt a Partial Sequence Nunbers PDU

If the value of the IS s areaTransnitPassword

is non-null, then the IS shall include the Authenti
cation Information field in the transmtted

PSNP, indicating an Authentication Type of

Password and containing the areaTransnit

Password as the authentication val ue.

2)If this systemis a Level 2 Internediate system
transmit a Level 2 Partial Sequence Numbers PDU

on circuit C containing entries for as nany Leve
2 Link State PDUs with SSNflag set as will fit in
the PDU, and then clear SSNflag for these en

tries. To avoid the possibility of starvation, the
scan of the LSP database for those with SSNfl ag
set shall comrence with the next LSP which was



not included in the previous scan. |If there were no
Level 2 Link State PDUs with SSNflag set, do

not transmit a Partial Sequence Nunbers PDU.

If the value of the IS s donmmi nTransni t Pass

word is non-null, then the IS shall include the

Aut hentication Information field in the trans
mtted PSNP, indicating an Authentication Type

of Password and contai ning the domai nTr ans

nm t Password as the authentication val ue.

7.3.15.5 Action on expiration of M ninmm LSP
Transm ssion Interval

An | S shall performthe follow ng actions every nmin
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val seconds with jitter applied as

described in 10.1.

a)For all Point to Point circuits Ctransnt all LSPs that
have SRM |l ag set on circuit C, but do not clear the

SRM | ag. The SRMlag will subsequently be

cleared by receipt of a Conplete or Partial Sequence
Nunber s PDU.

The interval between two consecutive transm ssions of the
sane LSP shall be at least nin
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val. Cearly, this can only be achi eved precisely by keep
ing a separate tinmer for each LSP. This would be an unwar

ranted overhead. Any techni que which ensures the interval
will be between min
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val and
2 * nmn
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val is acceptable.

7.3.15.6 Controlling the Rate of Transmi ssion on
Broadcast Circuits

The attribute nmn
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val indicates the mninmminterval between PDU arri

val s whi ch can be processed by the slowest Internediate
System on the LAN.

Setting SRMIlags on an LSP for a broadcast circuit does
not cause the LSP to be transmitted i mediately. Instead

the Internedi ate systemshall scan the LSP dat abase every
mn









Br oad
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val (with

jitter applied as described in 10.1), and fromthe set of LSPs
whi ch have SRM | ags set for this circuit, one LSP shall be
chosen at random This LSP shall be multicast on the cir

cuit, and SRM | ags cl ear ed.

NOTE - In practice it would be very inefficient to scan the
whol e dat abase at this rate, particularly when only a few
LSPs had SRM | ags set. Inplenentations may require ad

ditional data structures in order to reduce this overhead.
NOTE - An IS is permtted to transmt a small nunber of
LSPs (no nore than 10) with a shorter separation interval,
(or even back to back), provided that no nore than

1000/ m n
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val LSPs

are transmitted in any one second peri od.

In addition, the presence of any LSPs whi ch have been re
ceived on a particular circuit and are queued awaiting proc
essing shall inhibit transmission of LSPs on that circuit.
However, LSPs may be transnmitted at a mininumrate of

one per second even in the presence of such a queue.
7.3.16 Determning the Latest Information

The Update Process is responsible for deternmning, given a
received link state PDU, whether that received PDU repre
sents new, old, or duplicate information with respect to
what is stored in the database

It is also responsible for generating the information upon

which this deternmnation is based, for assigning a sequence

nunber to its own Link State PDUs upon generation, and

for correctly adjusting the Remaining Lifetime field upon

broadcast of a link state PDU generated originally by any

systemin the domain.

7.3.16.1 Sequence Nunbers

The sequence nunber is a 4 octet unsigned val ue. Sequence

nunbers shall increase fromzero to (SequenceMdul us

- 1). When a systeminitialises, it shall start w th sequence

number 1 for its own Link State PDUs.55It starts with 1 rather than O
so that the value 0 can be reserved to be guaranteed to be I ess than
t he sequence nunber of any actually generated Link State

PDU. This is a useful property for Sequence Nunmbers PDUs.

The sequence nunbers the |Internmedi ate system generates

for its Link State PDUs with different values for LSP num
ber are independent. The algorithmfor choosing the num
bers is the sane, but operationally the nunbers will not be
synchroni sed.

If an Internedi ate system R sonewhere in the donmain has
informati on that the current sequence nunber for source S
is greater than that held by S, Rwill return to S a Link State
PDU for Swith R s value for the sequence nunber. Wen S
receives this LSP it shall change its sequence nunber to be
t he next nunber greater than the new one received, and
shal |l generate a |ink state PDU

If an Internedi ate systemnneeds to increnment its sequence
nunber, but the sequence nunber is already equal to
SequenceMbdul us 1, the notification attenpt
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ber shall be generated and

t he Rout ei ng Mbdul e shall be disabled for a period of at

| east MaxAge + ZeroAgelLifetine, in order to be sure

that any versions of this LSP with the high sequence num

ber have expired. When it is re-enabled the IS shall start
again with sequence nunber 1.

7.3.16.2 LSP Confusion

It is possible for an LSP generated by a systemin a previ
ous incarnation to be alive in the domain and have the sane
sequence nunber as the current LSP

To ensure database consi stency anong the Internediate
Systens, it is essential to distinguish two such PDUs. This
is done efficiently by conparing the checksumon a re

ceived LSP with the one stored in nenory.

I f the sequence nunbers match, but the checksuns do not

and the LSP is not in the current set of LSPs generated by
the local system then the systemthat notices the nismatch
shall treat the LSP as if its Remaining Lifetine had expired
It shall store one of the copies of the LSP, with zero witten
as the Remaining Lifetime, and flood the LSP

If the LSP is in the current set of LSPs generated by the |lo
cal systemthen the IS shall change the LSP's sequence
nunber to be the next nunber greater than that of the re
ceived LSP and regenerate the LSP

7.3.16.3 Remaining Lifetine field

When the source generates a link state PDU, it shall set the
Remai ning Lifetine to MaxAge.

When a system holds the information for sone tinme before
successfully transnmitting it to a nei ghbour, that system shal
decrement the Rermaining Lifetine field according to the
holding tine. Before transmtting a link state PDU to a

nei ghbour, a system shall decrenent the Renmining Life

time in the PDU being transnitted by at |least 1, or nore
than 1 if the transit time to that nei ghbour is estinated to
be greater than one second. Wen the Renmining Lifetine
field reaches 0, the systemshall purge that Link State PDU
fromits database. In order to keep the Internediate Sys
tens’ databases synchroni sed, the purging of an LSP due to
Remai ning Lifetine expiration is synchroni sed by flooding
an expired LSP. See 7.3.16.4.

If the RemainingLifetime of the received LSP is zero it
shal |l be processed as described in 7.3.16.4. If the Remain
ing Lifetinme of the received LSP is non-zero, but there is an
LSP in the database with the sane sequence nunber and

zero Renmaining Lifetinme, the LSP in the database shall be
consi dered nost recent. O herwi se, the PDUwith the |arger
sequence nunber shall be considered the nost recent.

If the value of Remaining Lifetinme is greater than

MaxAge, the LSP shall be processed as if there were a
checksum error.

7.3.16.4 LSP Expiration Synchronisation

Wien the Remaining Lifetine on an LSP in nenory be

cones zero, the IS shal

a)set all SRM I ags for that LSP, and

b)retain only the LSP header

c)record the time at which the Remaining Lifetine for

this LSP becane zero. Wen ZeroAgelifetine has

el apsed since the LSP Renmining Lifetine becane

zero, the LSP header shall be purged fromthe data

base.

NOTE - A check of the checksum of a zero Renmmining Life
time LSP succeeds even though the data portion is not pre
sent

When a purge of an LSP with non-zero Remmaining Lifetine

is initiated, the header shall be retained for MaxAge.



If an LSP fromsource S with zero Remaining Lifetine is
received on circuit C:

a)lf no LSP fromS is in nenory, then the IS shall

1) send an acknow edgenent of the LSP on circuit C,

but

2)shall not retain the LSP after the acknow edgenent
has been sent.

b)If an LSP fromS is in the database, then

1)If the received LSP is newer than the one in the da
tabase (i.e. received LSP has hi gher sequence

nunber, or sanme sequence nunber and dat abase

LSP has non-zero Remaining Lifetine) the IS

shal | :

i)overwite the database LSP with the received

LSP, and note the tine at which the zero Re

mai ning Lifetinme LSP was received, so that

after ZeroAgelLifetime has el apsed, that LSP

can be purged fromthe database,

ii)set SRMlag for that LSP for all circuits other

than C,

iii)clear SRMlag for C,

iv)if Cis a non-broadcast circuit, set SSNflag

for that LSP for C, and

v)clear SSNflag for that LSP for the circuits

other than C

2)1f the received LSP is equal to the one in the data
base (i.e. sanme Sequence Nunber, Remai ning

Lifetimes both zero) the IS shall:

i)clear SRMlag for C, and

ii)if Cis a non-broadcast circuit, set SSNflag

for that LSP for C

3)If the received LSP is older than the one in the da
tabase (i.e. received LSP has | ower sequence num

ber) the IS shall:

i)set SRMlag for C, and

ii)clear SSNflag for C

c)If this system (or pseudonode) is S and there is an un-
expired LSP fromS (i.e. its own LSP) in nmenory,

then the IS

1)shall not overwite with the received LSP, but

2)shal | change the sequence nunber of the un-

expired LSP fromS as described in 7.3.16.1,

3)generate a new LSP; and

4)set SRMlag on all circuits.

7.3.17 Making the Update Reliable

The update process is responsible for nmaking sure the | atest
link state PDUs reach every reachable Internediate System
in the domain.

On point-to-point links the Internediate systemshall send
an explicit acknow edgenment encoded as a Partial Sequence
Nunmbers PDU (PSNP) containing the followi ng inform

tion:

a)source’'s ID

b) PDU type (Level 1 or 2)

c) sequence nunber

d) Renmai ning Lifetine

e) checksum

This shall be done for all received link state PDUs which
are newer than the one in the database, or duplicates of the
one in the database. Link state PDUs which are ol der than
that stored in the database are answered instead by a newer
link state PDU, as specified in 7.3.14 above.

On broadcast links, instead of explicit acknow edgenents

for each Iink state PDU by each Internediate system a spe
cial PDU known as a Conpl ete Sequence Numbers PDU



(CSNP), shall be multicast periodically by the Designated
Internediate System The PDU shall contain a list of all
LSPs in the database, together with enough information so
that Internedi ate systens receiving the CSNP can conpare
with their LSP database to deternine whether they and the
CSNP transmtter have synchroni sed LSP dat abases. The
maxi mum si zed Level 1 or Level 2 Sequence Nunbers

PDU whi ch may be generated by a systemis controlled by
the val ues of originating



L1



LSP



Buf



fer



Si ze or originat

i ngL2LSPBuffer Si ze respectively. In practice, the infor
mation required to be transmitted in a single CSNP may be
greater than will fit in a single PDU. Therefore each CSNP
carries an inclusive range of LSPIDs to which it refers. The
conplete set of information shall be conveyed by transmit
ting a series of individual CSNPs, each referring to a subset
of the conplete range. The ranges of the conplete set of
CSNPs shal |l be contiguous (though not necessarily trans
mtted in order) and shall cover the entire range of possible
LSPI Ds.

The LAN Level 1 Designated |Internediate System shal
periodically multicast conplete sets of Level 1 CSNPs to

the multi-destination address All L1l Ss. The LAN Level 2

Desi gnated Internedi ate System shall periodically nulticast
conpl ete sets of Level 2 CSNPs to the nulti-destination ad
dress Al L2l Ss.

Absence of an LSPID from a Conpl ete Sequence Numbers

PDU whose range includes that LSPID indicates total |ack

of information about that LSPID

If an Internedi ate system upon receipt of a Conplete Se
guence Nunbers PDU, detects that the transmitter was out

of date, the receiver shall mnulticast the mssing information.
NOTE - Receipt of a link state PDU on a link is the sanme as
successfully transmtting the Link State PDU on that link, so
once the first Internedi ate systemresponds, no others wll,
unl ess they have already transnmitted replies.

If an Internmedi ate systemdetects that the transnitter had
nmore up to date information, the receiving Internediate sys
temshall multicast a Partial Sequence Numbers PDU

(PSNP), containing information about LSPs for which it has

ol der information. This serves as an inplicit request for the
m ssing information. Although the PSNP is nulticast, only

the Designated Internedi ate System of the appropriate |eve
shal | respond to the PSNP.

NOTE - This is equivalent to the PSNP being transnmitted d
rectly to the Designated Internmediate System in that it

avoi ds each Internedi ate System unnecessarily sending the
same LSP(s) in response. However, it has the advantage of
preserving the property that all routeing nmessages can be re

ceived on the nulti-destination addresses, and hence by a
LAN adapter dedicated to the nulti-destination address.

When a non-broadcast circuit (re)starts, the IS shall

a)set SRMlag for that circuit on all LSPs, and

b)send a Conpl ete set of Conpl ete Sequence Nunbers

PDUs on that circuit.

7.3.18 Validation of Databases

An Internediate System shall not continue to operate for an
ext ended period with corrupted routeing information. The

IS shall therefore operate in a fail-stop nanner. If a failure
is detected, the Internediate system Network entity shall be
di sabled until the failure is corrected. In the absence of an
i mpl enent ati on-specific nmethod for ensuring this, the IS
shall performthe follow ng checks at |east every max









LSPGener ati onl nterval seconds:

a)On expiration of this timer the 1S shall re-check the
checksum of every LSP in the LSP database (except

those with a Renaining Lifetine of zero) in order to
detect corruption of the LSP while in nenmory. If the
checksum of any LSP is incorrect, the notification

corrupt edLSPDet ect ed shall be | ogged, and as a

mnimumthe entire Link State Database shall be de

|l eted and action taken to cause it to be re-acquired.

One way to achieve this is to disable and re-enable the

I'S Network entity.

NOTE On point to point links, this requires at |east

that a CSNP be transmtted.

b) On conpl etion of these checks the deci sion process

shall be notified of an event (even if any newly gener
ated LSPs have identical contents to the previous

ones). This causes the decision process to be run and

the forwardi ng dat abases re-conputed, thus protecting

agai nst possible corruption of the forwardi ng data

bases in nmenory, which would not otherw se be de

tected in a stable topol ogy.

c)The IS shall reset the tinmer for a period of

maxi munLSPGenerationlnterval with jitter ap

plied as described in 10.1.

7.3.19 LSP Dat abase Overl oad

As a result of network m s-configuration, or certain trans
tory conditions, it is possible that there may be insufficient
menory resources available to store a received Link State
PDU. When this occurs, an IS needs to take certain steps to
ensure that if its LSP database becomes inconsistent with
the other 1Ss’, that these I1Ss do not rely on forwarding
pat hs through the overl oaded IS.

7.3.19.1 Entering the Wiiting State

When an LSP cannot be stored, the LSP shall be ignored

and Waiting State shall be entered. A tinmer shall be started
for waitingTine seconds, and the Internediate System

shall generate and flood its own LSP with zero LSP nunber
with the LSP Database Overload Bit set. This prevents

this Internedi ate system from being considered as a for
war di ng path by other Internedi ate Systens.

It is possible that although there are sufficient resources to
store an LSP and pernit the operation of the Update Proc

ess on that LSP, the Decision Process may subsequently re
quire further resources in order to conplete. If these re
sources are not available, the Internediate systemshall then
(i.e. during the attenpt to run the Decision Process) enter
Waiting State until such tinme as they are avail able and

wai ti ngTi me seconds have el apsed since the | ast LSP was

i gnored by the Update Process.

An inplenentation shall partition the avail able nmenory re
sources between the Level 1 and Level 2 databases. An

overl oad condition can therefore exist independently for

Level 1 or Level 2 (or both). The status attributes |1State
and | 2State indicate the condition for the Level 1 and

Level 2 databases respectively. On entering Level 1 Wit

ing State the IS shall generate the | SP



L1






base



Over



| oad notification, and on entering Level 2 Waiting State
the 1S shall generate the | SP



L2






base



Over



| oad notifi

cation.

7.3.19.2 Actions in Level 1 Waiting State

While in Level 1 waiting state

a)lf a Link State PDU cannot be stored, the IS shall ig
nore it and restart the tinmer for waitingTi me seconds.
b) The 1S shall continue to run the Decision and For
war di ng processes as nornal .

c)Wien the waitingTinme tiner expires, the IS shall:

1) Generate an | SP



L1






base



Over



| oad (recov

ered) notification.

2)Clear the LSP Database Overload bit in its own

Level 1 LSP with zero LSP nunber and re-issue it.
3)Set the | 1State to On.

4) Resune normal operation.

7.3.19.3 Actions in Level 2 Waiting State

VWhile in Level 2 waiting state

a)lf a Link State PDU cannot be stored, the IS shall ig
nore it and restart the tinmer for waitingTi ne seconds.
b) The IS shall continue to run the Decision and For
war di ng processes as nornal .

c)When the waitingTinme tiner expires, the IS shall:

1) Generate an | SP



L2






base



Over



| oad (recov

ered) notification

2)Clear the LSP Database Overload bit in its own
Level 2 LSP with zero LSP nunber and re-issue it.
3)Set the |2State to On.

4) Resune normal operation

7.3.20 Use of the Link State Database

The only portion of the database relevant to the Decision
Process is the data portion of the Link State PDUs.

The Update Process additionally uses the fields Sequence
Nunmber, Remaining Lifetine, and variable SRMI ag.

The Remaining Lifetinmes in the stored link state PDUs can
either be periodically decremented, or converted upon re
ceipt into an internal tinestanp, and converted back into a
Remai ning Lifetine upon transm ssion

7.3.20.1 Synchronisation with the Decision Process

Since the Update Process and the Decision Process share

the Link State Database, care must be taken that the Update
Process does not nodify the Link State Database while the
Deci si on Process is running.

There are two approaches to this. In one approach, the De
cision Process signals when it is running. During this tineg,
the Update Process queues inconing Link State PDUs, and

does not wite theminto the Link State Database. If nore
Link State PDUs arrive than can fit into the queue allotted
whil e the Decision Process is running, the Update Process
drops them and does not acknow edge t hem

Anot her approach is to have two copies of the Link State

Dat abase one in which the Decision Process is conput

ing, and the other in which the Update Process initially cop
ies over the first database, and in which all new Link State
PDUs are witten. Additionally, depending on the hashing
schene, it is likely that a second copy of the address hash
table will be required, so that the Update Process can do a
rehash occasionally for efficiency.

When the Decision Process is ready to run again, it |ocks
the new copy of the Link State Database, |eaving the Up

date Process to copy over the information into the first area,
and write new updates while the Decision Process runs

agai n.

The advantage of the first approach is that it takes |ess
menory. The advantage of the second approach is that Link
State PDUs will never need to be dropped.

NOTE - |f the decision process is inplenented according to
the specification in C. 2, a finer level of parallelismis poss
bl e, as described bel ow.

Arrival of a Link State PDU for a system before that system
has been put into TENT is permtted. The new Link State
PDU i s used when that systemis eventually put into TENT
Simlarly, arrival of a new Link State PDU for a system af
ter that system has been put into PATHS is pernitted. That
system has al ready been conpletely processed. The arriva

of the new Link State PDU is noted and the deci sion process
re-executed when the current execution has conpleted. An

i n-progress execution of the decision process shall not be
abandoned, since this could prevent the decision process
from ever conpl eting.

Arrival of a Link State PDU for a system between that sys
tem being put on TENT and being transferred to PATHS

shal |l be treated as equivalent to one of the previous two
cases (for exanple, by buffering, or taking sone corrective
action).



7.3.20.2 Use of Buffers and Link Bandwi dth

I mpl enent ati ons shall have a buffer managenent strategy

that does not prevent other clients of the buffering service
fromacquiring buffers due to excessive use by the Update
Process. They shall also ensure that the Update Process

does not consune all the avail able bandwi dth of Iinks. In
particular no type of traffic should experience starvation for
I onger than its acceptable |latency. Acceptable latencies are
approxi mately as foll ows:

-Hello traffic Hello timer WO0.5

-Data Traffic 10 seconds.

NOTE - The first of these requirements can be nmet by re
stricting the Update process to the use of a single buffer on
each circuit for transm ssion. This may al so cause the sec
ond requirement to be net, depending on the processor

speed.

7.3.21 Paraneters

MaxAge This is the anpunt of time that may el apse
since the estimated origination of the stored Link
State PDU by the source before the LSP is consid
ered expired. The expired LSP can be deleted from
the dat abase after a further ZeroAgelLifetine has
expired. MaxAge shall be larger than naxinmum



LSP



Gener ati on



Interval, so that a systemis not
purged nerely because of |ack of events for report
ing Link State PDUs.

MaxAge is an architectural constant equal to 20
ni nut es.

ZeroAgeLifetime - This is the mni numanount of tine
for which the header of an expired LSP shall be re
tained after it has been flooded with zero Renai ni ng
Lifetime. A very safe value for this would be

2 W MaxAge. However all that is required is that

t he header be retained until the zero Remaining Life
time LSP has been safely propagated to all the

nei ghbours.

ZeroAgeLifetinme is an architectural constant with
a value of 1 minute.
maxi numLSPCGenerati onlnterval This is the maxi
mum anmount of time allowed to el apse between gen
eration of Link State PDUs by a source. It shall be
| ess than MaxAge.

Setting this paraneter too fast adds overhead to the
algorithns (a lot of Link State PDUs). Setting this
paraneter too slow (and not violating constraints)
causes the algorithmto wait a long tine to recover
in the unlikely event that incorrect Link State infor
mati on exi sts somewhere in the donmain about the
system

A reasonable setting is 15 m nutes.

m ni mrumLSPCGenerationlnterval This is the mninum
time interval between generation of Link State
PDUs. A source Internediate systemshall wait at
| east this long before re-generating one of its own
Li nk State PDUs.
Setting this too |arge causes a delay in reporting new
information. Setting this too snmall allows too nuch
over head.
A reasonable setting is 30 seconds.
mn
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val This is the anmount
of time an Internediate systemshall wait before fur
t her propagating another Link State PDU fromthe
sanme source system

Setting this too |arge causes a delay in propagation
of routeing informati on and stabilisation of the
routeing algorithm Setting this too small allows the
possibility that the routeing algorithm under |ow
probability circunstances, will use too many re
sources (CPU and bandwi dth).

Setting nmin
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er



val greater

t han m ni nrunLSPGener ati onl nt erval makes no

sense, because the source would be allowed to gen
erate LSPs nore quickly than they'd be allowed to
be broadcast. Setting mn
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si on



I nt



er



val smaller than nin









LSP



Gener ati on



I nter



val is desirable to recover from|l ost LSPs.

A reasonabl e value is 5 seconds.
Conpl eteSNPI nterval This is the anount of tine be
tween periodic transni ssions of a conplete set of
Sequence Nunmber PDUs by the Designated |nterme
di ate systemon a broadcast link. Setting this too | ow
sl ows down the convergence of the routeing al go
rithmwhen Link State PDUs are | ost due to the
dat agram envi ronment of the Data Link |ayer on the
br oadcast 1i nk.

Setting this too high results in extra control traffic
over head.

A reasonabl e value is 10 seconds.

7.4 The Forwardi ng Process

The forwarding process is responsible both for transmitting
NPDUs originated by this system and for forwarding
NPDUs ori gi nated by other systens

7.4.1 Input and Cut put

I NPUT

-NPDUs fromthe | SO 8473 protocol nmchine

-PDUs from Update Process

-PDUs from Receive Process

- Forwar di ng Dat abases (Level 1 and 2) one for each
routeing metric

QUTPUT

-PDUs to Data Link Layer

7.4.2 Routeing Metric Selection

The Forwardi ng process selects a forwardi ng dat abase for
each NPDU to be rel ayed based on

-the level at which the forwarding is to occur: level 1
or level 2; and

-a mappi ng of the |1SO 8473 QS Mai ntenance field

onto one of the Internedi ate systenis supported route
ing netrics.

The former selection is nade by exani ning the Destination
Address field of the NPDU

The latter selection is nmade as foll ows:

a)lf the QoS Maintenance field is not present in the
NPDU, then the IS shall select the forwarding data

base cal cul ated for the default netric.

b)If the QoS Maintenance field is present, the IS shal
examne bits 7 and 8 of the paraneter value octet. If
these two bits specify any conbination other than 1

1 (nmeaning globally unique QS), then the IS shal

sel ect the forwardi ng database cal cul ated for the de
fault nmetric, otherw se

c)The IS shall select a forwardi ng database by mappi ng
the values of bits 3, 2 and 1 of the paraneter val ue as
shown below in table 1 and shall proceed as follows:
1)If the IS does not support the sel ected routeing
metric, the IS shall forward based upon the default
netric;

2)If the forwardi ng database for one of the optiona
routeing metrics is selected and the database either
does not contain an entry for the Destination Ad

dress in the NPDU being relayed, or contains an

entry indicating that the destination is unreachable
using that netric, then the IS shall attenpt to for
ward based upon the default metric;

3)d herwi se, forward based on the sel ected optiona
nmetric.

Table 1 - QoS Miintenance bits to routeing

metri ¢ mappi ngsSel ected Routeing Metric

bit 3



bit 2

bit 1

expense netric
0

0

0

default netric
0

0

1

expense netric
0

1

0

delay netric
1

0

0

error netric

0

1

1

delay netric

1

0

1

error netric

1

1

1

default netric
1

1

0

7.4.3 Forwardi ng Deci sion

7.4.3.1 Basic Operation

Let DEST = the Network Layer destination address of the
PDU to be forwarded, or the next entry in the source route
ing field, if present. It consists of sub-fields Area Address,
I D, and SEL.

NOTE - The SEL field in the destination address is not ex
am ned by Internediate Systens. It is used by End Systens
to select the proper Transport entity to which to deliver NS
DUs.

This systenis (the one exam ning this PDU for proper for
war di ng deci sion) address consists of sub-fields area ad
dress and ID

a)lf the local systemtype is a level 1 Internediate sys
tem or the local systemtype is a level 2 Internediate
system and AttachedFl agk = Fal se, then

1)If the Area Address in the PDU to be forwarded

mat ches any one of the area addresses of this IS,

then consult the level 1 forwarding database to de

term ne the adjacency which is the next hop on the

path to the NPDU s destination. Forward the

NPDU on this adjacency.

2) O herwi se, consult the level 1 forwardi ng database

to determ ne the adjacency which is the next hop

on the path to the nearest level 2 is in the area, and
forward the NPDU on this adjacency.

b)If the local systemtype is Level 2, and Attached

Fl agk = True then

1)If the Area Address in the PDU to be forwarded

mat ches any one of the area addresses of this IS,

then consult the level 1 forwarding database to de



term ne the adjacency which is the next hop on the

path to the NPDU s destination. Forward the

NPDU on this adjacency.

2) O herwi se, consult the level 2 forwardi ng database

to determ ne the adjacency which is the next hop

on the path to the destination area, and forward the

NPDU on this adjacency.

7.4.3.2 Encapsul ation for Partition Repair

If this Internediate systemis the Partition Designated

Level 2 1S for this partition, and the PDU is being for

war ded onto the special adjacency to a Partition Designated

Level 2 Internediate systemin a different partition of this

area, encapsulate the conplete PDU as the data field of a

data NPDU (i.e., with an additional |ayer of header), mak

ing this systemthe Source address and the other Partition

Desi gnated Level 2 Internediate system (obtained fromthe
identifier attribute of the Virtual Adjacency nanaged ob

ject) the Destination Address field in the outer PDU

header. Set the QS Mintenance field of the outer PDU

to indicate forwarding via the default routeing netric (see

table 1). Then forward the encapsul ated PDU onto an adja

cency ADJ, obtained by calling the Forward procedure, de

scri bed bel ow.

7.4.3.3 The Procedure Forward

Thi s procedure chooses, froma Level 1 forwarding data

base if level is levell, or froma Level 2 forwarding da

tabase if level is level2, an adjacency on which to for

ward NPDUs for destination dest. A pointer to the adja

cency is returned in adj, and the procedure returns the val ue
True. A destination of 0 at level 1 selects the adjacency

for the nearest level 2 IS conputed as described in 7.2.9.1.

If there are nultiple possible adjacencies, as a result of mul
ti pl e m ni rum cost paths, then one of those adjacencies

shal | be chosen. An inplenentation nmay chose the adja

cency at random or nay use the possible adjacencies in

round robin fashion

If there is no entry in the selected forwarding database for

the address dest, and the NPDU originated fromthe a | oca
Transport entity and the system has one or nore |Intermnedi

ate System adj acenci es, then one of those is chosen at ran

dom (or in round robin fashion) and the procedure returns

the value True. QGtherw se the procedure returns the val ue

Fal se. 66This is done so that a systemin the overl oaded state will
still be able to originate or forward NPDUs. If a systemwith a partia
routeing informati on base

were prohibited fromattenpting to forward to an unknown desti nation
system nanagenent woul d be unable to either conmunicate with this system
route through it, for the purpose of diagnosing and/or correcting the
underlying fault.

NOTE - Since the |ocal adjacency database is pre-|oaded
into the decision process, there will always be an entry in
the forwardi ng database for destinations to which an adja
cency exists.

NOTE - The PDU to be forwarded may require fragnenta

tion, depending on which circuit it is to be forwarded over.
Cenerating Redirect PDUs

In addition to forwarding an NPDU, the IS shall informthe
| ocal |SO 9542 protocol machine to generate a Redirect

PDU if the PDU is being forwarded onto the sane circuit
fromwhich it cane, and if the source SNPA address of the
NPDU i ndi cates that the NPDU was received from an End
System

7.4.4 The Receive Process

The Receive Process is passed information fromany of the
foll owi ng sources

or



-received PDUs with the NLPID of I|ntra-Domnain

rout ei ng,

-configuration information fromthe |1SO 9542 protoco

nmachi ne,

-1 SO 8473 data PDUs handed to the routeing function

by the | SO 8473 protocol nachine.

Wien an area is partitioned, a level 2 path is used as a
level 1 link to repair the partitioned area. Wen this occurs,
all PDUs (between the nei ghbours which nust utilise a

mul ti-hop path for conmunication) shall be encapsulated in

a data NPDU, addressed to the Intra-Donain routeing se
lector. Control traffic (LSPs, Sequence Nunmbers PDUs)

shall al so be encapsul ated, as well as data NPDUs that are

to be passed between the nei ghbours.

NOTE - It is not necessary to transmt encapsulated IIH

PDUs over a virtual link, since virtual adjacencies are estab
Iished and nonitored by the operation of the Decision Proc
ess and not the Subnetwork Dependent functions

The Receive Process shall performthe follow ng functions:

-If it is a data NPDU, addressed to this systemwth

SEL = Intra-Domain routeing, then
7decapsul ate the NPDU (renove the outer NPDU
header).

71f the decapsulated PDU is a data NPDU, nove

the congestion indications to the decapsul ated

NPDU, and pass it to the | SO 8473 protocol ma

chi ne.

7Ctherwise, if the decapsulated PDU is not an |SO

8473 PDU, performthe followi ng steps on the de
capsul at ed PDU

-If it is a Link State PDU, pass it to the Update Process
-If it is a Sequence Numbers PDU, pass it to the Up
dat e Process

-If it is an IIH PDU, pass it to the appropriate
Subnet wor k Dependent Function

-If it is a data NPDU or Error Report for another desti
nation, pass it to the Forwardi ng Process

- herwi se, ignore the PDU

7.5 Routeing Paraneters

The routeing paraneters setabl e by System Managenent
are listed for each nmanaged object in clause 11.
7.5.1 Architectural Constants

The architectural constants are described in Table 2.

Table 2 - Routeing architectural constantsNane
Val ue

Descri ption

MaxLi nkMetri c

63.

Maxi mum val ue of a routeing nmetric assign
able to a circuit

MaxPat hMetri c

1023.

Maxi mumtotal metric value for a conplete
pat h

Al L1l Ss

01- 80- C2- 00- 00- 14

The multi-destination address All Level 1 In
ternedi ate Systens

Al L2] Ss

01- 80- C2- 00- 00- 15

The multi-destination address All Level 2 In
ternedi ate Systens

Al'l I nt er nedi at eSyst ens

09- 00- 2B- 00- 00- 05

The multi-destination address Al Interned



ate Systens used by | SO 9542

| SO SAP

FE

The SAP for |1SO Network Layer on
| SO 8802-3 LANs

I nt radormai nRout e



i ng-

PD

10000011

The Network Layer Protocol Discrinnator
assigned by 1SO TR 9577 for this Protocol
| nt r adomai nRout ei ng

Sel ect or

0.

The NSAP sel ector for the Internediate Sys
tem Network entity

SequenceModul us

232

Si ze of the sequence number space used by
the Update Process

Recei veLSPBuf f er



Si ze

1492.

The size of LSP which all Internediate sys
tens nmust be capabl e of receiving.

MaxAge

1200.

Nunber of seconds before LSP consi dered ex
pired.

Zer oAgelLifetinme

60.

Number of seconds that an LSP with zero Re
mai ning Lifetime shall be retained after
propagati ng a purge.

Al'l EndSyst ens

09- 00- 2B- 00- 00- 04

The multi-destination address Al End Sys
tens used by | SO 9542

Max









Ar ea



Addr esses

3.

The maxi nrum nunber of area addresses
whi ch may exist for a single area.
Hol di ngMul ti plier

3

The number by which to multiply hello



Ti mer

to obtain Holding Timer for |1SH PDUs and
for Point to Point I1H PDUs.

| SI SHol di ngMul ti plier

10.

The nunber by which to multiply i Sl SHe

| oTimer to obtain Holding Tiner for Level 1
and Level 2 LAN | I H PDUs.

Jitter

25.

The percentage of jitter which is applied to the
generation of periodic PDUs.

8 Subnet wor k Dependent

Functi ons

The Subnetwor k Dependent Functions nask the charac
teristics of the different kinds of Subnetworks fromthe
Subnet wor k | ndependent Rout ei ng Functions. The only

two types of circuits the Subnetwork |Independent Functions
recogni se are broadcast and general topol ogy.

The Subnetwor k Dependent Functi ons i ncl ude:

-The use of the | SO 8473 Subnetwor k Dependent

Conver gence Functions (SNDCF) so that this proto

col may transnit and receive PDUs over the sane
subnetwork types, using the sane techni ques, as does

| SO 8473.

-Co-ordination with the operation of the ESIS proto

col (1SO 9542) in order to determ ne the Network

| ayer addresses (and on Broadcast subnetworks, the
subnetwork points of attachnent) and identities (End
System or Internedi ate Systenm) of all adjacent neigh
bours. This information is held in the Adjacency data
base. It is used to construct Link State PDUs.

- The exchange of IIH PDUs. While it is possible for an
Internmediate Systemto identify that it has an Interne

di ate System nei ghbour by the receipt of an | SO 9542

ISH PDU, there is no provision within SO 9542 to in

di cate whether the neighbour is a Level 1 or a Level 2
Internediate System Specific PDUs (LAN Level 1

LAN Level 2 and Point to point IIH PDUs) are de

fined to convey this information

8.1 Multi-destination Circuits on |Ss at

a Domai n Boundary

Routeing information (e.g. Link State PDUs) is not ex
changed across a routeing domai n boundary. All routeing
information relating to a circuit connected to another route
ing domain is therefore entered via the Reachabl e Address
managed objects. This information is dissenmnated to the
rest of the routeing domain via Link State PDUs as de
scribed in 7.3.3.2. This has the effect of causi ng NPDUs
destined for NSAPs which are included in the
addressPrefixes of the Reachable Addresses to be re

layed to that Internedi ate System at the domai n boundary.
On receipt of such an NPDU the I nternedi ate system shal
forward it onto the appropriate circuit, based on its own
Link State information. However in the case of multi-
destination subnetworks (such as an | SO 8208 subnet work
usi ng Dynami ¢ Assignnment, a broadcast subnetwork, or a
connectionl ess subnetwork) it is necessary to ascertain ad
di tional subnetwork dependent addressing information in
order to forward the NPDU to a suitable SNPA. (This may
be the target End systemor an Internediate systemwthin
t he ot her donmin.)

In general the SNPA address to which an NPDU is to be
forwarded can be derived fromthe destination NSAP of the



NPDU. It may be possible to performsone algorithmc m
ni pul ati on of the NSAP address in order to derive the
SNPA address. However there may be sonme NSAPs where

this is not possible. In these cases it is necessary to have
pre-configured information relating an address prefix to a
particul ar SNPA address.

This is achieved by additional information contained in the
Reachabl e Address managed obj ect. The mappi ngType

attribute may be specified as Manual, in which case a
particul ar SNPA address or set of SNPA addresses is speci
fied in the SNPA Address characteristic. Alternatively the
nane of an SNPA address extraction algorithm may be
speci fi ed.

8.2 Point to Point Subnetworks

This clause describes the identification of neighbours on
both point to point links and Static circuits.

The IS shall operate the | SO 9542 protocol, shall be able to
receive 1SO 9542 | SH PDUs fromother |ISs, and shall store
the informati on so obtained in the adjacency database.
8.2.1 Receipt of ESH PDUs Database of End

Syst ens

An IS shall enter an End systeminto the adjacency database
when an ESH PDU is received on a circuit. If an ESH PDU

is received on the same circuit, but with a different NSAP
address, the new address shall be added to the adjacency,
with a separate tiner. A single ESH PDU may contain nore

t han one NSAP address. Wen a new data |ink address or

NSAP address is added to the adjacency database, the IS
shal | generate an adjacencyStat eChange (Up) notifica

tion on that adjacency.

The 1S shall set a tiner for the value of Holding Tinme in
the received ESH PDU. If another ESH PDU is not re

ceived fromthe ES before that tiner expires, the ES shal
be purged fromthe database, provided that the Subnetwork

I ndependent Functions associated with initialising the adja
cency have been conpleted. Otherwise the IS shall clear the
adj acency as soon as those functions are conpl et ed.

When the adj acency is cleared, the Subnetwork |ndepend

ent Functions shall be infornmed of an adjacencyState

Change (Down) notification, and the adjacency can be re-
used after the Subnetwork | ndependent Functions assoc

ated with bringing down the adjacency have been com

pl et ed.

8.2.2 Receiving | SH PDUs by an Internedi ate

System

On receipt of an ISH PDU by an Internedi ate System the

IS shall create an adjacency (with state Initialising and
nei ghbour Syst eniffype Unknown), if one does not a

ready exist, and then performthe follow ng actions:

a)lf the Adjacency state is Up and the ID portion of

the NET field in the | SH PDU does not natch the

nei ghbour | D of the adjacency then the IS shall

1) generate an adj acencySt at eChange (Down) no

tification;

2)del ete the adjacency; and

3)create a new adjacency with:

i)state set to Initialising, and

i i ) nei ghbour Syst eniType set to Unknown.

4)performthe foll owi ng actions.

b)If the Adjacency state is Initialising, and the

nei ghbour Syst eniffype status is Internedi ate Sys

tem the |ISH PDU shall be ignored

c)If the Adjacency state is Initialising and the neigh
bour Syst enType status is not |Internmedi ate Sys

tem a point to point IIH PDU shall be transnmitted as



described in 8.2.3.

d) The nei ghbour Syst enifype status shall be set to In

ternedi ate Systemindicating that the neighbour is an

I nternedi ate system but the type (L1 or L2) is, as yet,

unknown.

8.2.3 Sending Point to Point I1H PDUs

An | S shall send Point-to-Point IIH PDUs on those Point -

to-Point circuits whose external Domain attribute is set

Fal se. The I1H shall be constructed and transnitted as

fol | ows:

a)The Circuit Type field shall be set according to Ta

bl e 3.

b) The Local Circuit IDfield shall be set to a value as

signed by this Internedi ate systemwhen the circuit is

created. This value shall be unique anong all the cir

cuits of this Internediate system

c)The first Point to Point IIH PDU (i.e. that transnitted

as a result of receiving an I SH PDU, rather than as a

result of timer expiration) shall be padded (with trai

i ng PAD options containing arbitrary val ued octets) so

that the SNSDU containing the IIH PDU has a | ength

of at least naxsize - 1 octets77The mi ninum | ength of PAD which nay be
added is 2 octets, since that is the size of the option header. Were
possi bl e the PDU shoul d be padded to

maxsi ze, but if the PDU length is maxsize- 1 octets no padding is
possi bl e (or required).

where maxsize is the

maxi mum of

1) dat aLi nkBI ocksi ze

2)originating



L1



LSP



Buf



fer



Si ze

3)originati ngL2LSPBuf f er Si ze

This is done to ensure that an adjacency will only be
fornmed between systens which are capabl e of ex

changing PDUs of length up to naxsize octets. In the
absence of this check, it would be possible for an adja
cency to exist with a | ower maxi mum bl ock size, with

the result that some LSPs and SNPs (i.e. those |onger
than this maxi nrum but |ess than naxsize) woul d not

be exchanged.

NOTE - It is necessary for the manager to ensure that the
val ue of dataLi nkBl ocksize on a circuit which will be
used to forman Internmedi ate systemto Internediate sys
tem adj acency is set to a value greater than or equal to the
maxi num of the LSPBufferSize characteristics |isted
above. If this is not done, the adjacency will fail to initial
ise. It is not possible to enforce this requirenent, since it
is not known until initialisation tine whether or not the
nei ghbour on the circuit will be an End systemor an In
ternedi ate system An End system adjacency nay oper

ate with a | ower val ue for datalLi nkBl ocksi ze.

d)If the value of the circuitTransnitPassword for the
circuit is non-null, then the I'S shall include the

Aut hentication Information field in the transnitted

I1H PDU, indicating an Authentication Type of

Password and containing the circuitTransnit

Password as the authentication val ue.

8.2.4 Receiving Point to Point |IlH PDUs

8.2.4.1 PDU Acceptance Tests

On receipt of a Point-to-Point IIH PDU, performthe fol

| owi ng PDU accept ance tests:

a)lf the I'lH PDU was received over a circuit whose ex
ternal Domain attribute is set True, the IS shall dis

card the PDU.

b)If the ID Length field of the PDUis not equal to the
val ue of the IS s routeingDorai nl DLengt h, the

PDU shal | be di scarded and an i DFi el dLengthM s

mat ch notification generated.

c)If the set of «circuitReceivePasswords for this cir
cuit is non-null, then performthe follow ng tests:

1)If the PDU does not contain the Authentication
Information field then the PDU shall be discarded

and an authenticationFailure notification gener

at ed.

2)1f the PDU contains the Authentication Infor

mation field, but the Authentication Type is not

equal to Password, then the PDU shall be ac

cepted unless the IS inplenments the authentica

tiion procedure indicated by the Authentication

Type. In this case whether the |IS accepts or ig
nores the PDU is outside the scope of this Interna
tional Standard.

3)O herwise, the IS shall conpare the password in
the received PDU with the passwords in the set of
circui t Recei vePasswords for the circuit on

whi ch the PDU was received. |If the value in the

PDU nmat ches any of these passwords, the IS shal
accept the PDU for further processing. If the value
in the PDU does not match any of the circuitRe

cei vePasswords, then the IS shall ignore the

PDU and generate an authenticationFailure no
tification.

8.2.4.2 |1 H PDU Processi ng

When a Point to Point II1H PDU is received by an Interne



diate system the area addresses of the two Internediate
Systens shall be conpared to ascertain the validity of the
adj acency. If the two Internediate systens have an area ad
dress in comon, the adjacency is valid for all conbina
tions of Internediate systemtypes (except where a Level 1
Internediate systemis connected to a Level 2 Internediate
system wi th nmanual L2Onl yMbde set True). However,

if they have no area address in common, the adjacency is
only valid if both Internedi ate systens are Level 2, and the
IS shall mark the adjacency as Level 2 Only. This is de
scribed in nore detail bel ow

On receipt of a Point to Point IIH PDU, each of the area ad
dresses fromthe PDU shall be conpared with the set of

area addresses in the nanua



Ar ea



Addresses attri bute.

a)lf a match is detected between any pair the foll ow ng
actions are taken.

1)If the local systemis of iSType L1



I nter



nmedi at e



Sys



temthe IS shall performthe action indicated
by Tabl e 4.

2)I1f the local systemis of iSType L2



I nternedi ate



System and the Circuit manual L2Onl yMbde

has the value False, the IS shall performthe ac
tion indicated by Table 5.

3)If the local systemis of iSType L2



I nternedi ate



System and the Circuit manual L2Onl yMbde

has the value True, the IS shall performthe ac

tion indicated by Table 6.

b)If a no match is detected between any pair, the follow
i ng actions shall be perforned.

1)If the local systemis of iSType L1



I nter



nmedi at e



Sys



tem and the adjacency is not in state Up,

the 1S shall delete the adjacency (if any) and gen
erate an initialisationFailure (Area M smatch)
notification.

2)If the local systemis of iSType L1



I nter



nmedi at e



Sys



tem and the adjacency is in state Up, the IS
shal |l delete the adjacency and generate an adja
cencySt at eChange (Down Area M smatch)
notification .

3)If the local systemis of iSType L2



I nternedi ate



Systemthe IS shall performthe action indicated

by Table 7 (irrespective of the value of manu

al L20Onl yMode for this circuit).

c)If the action taken is Up, as detailed in the tables
ref erenced above, the IS shall conpare the Source ID
field of the PDUwith the |local system D.

1)If the local Internediate system has the higher
Source ID, the IS shall set the Crcuit CrcuitlD
status to the concatenation of the |ocal systenl D
and the Local Grcuit ID (as sent in the Local Gr
cuit IDfield of point to point IIH PDUs fromthis
Internediate Systen) of this circuit.

2)I1f the renpte Internedi ate system has the higher
Source ID, the IS shall set the Crcuit CrcuitlD
status to the concatenation of the renote systenis
Source ID (fromthe Source ID field of the PDU),

and the remote systemis Local Circuit ID (fromthe
Local Circuit IDfield of the PDU).

3)If the two source IDs are the sane (i.e. the system
is initialising to itself), the local system D is used.
NOTE The circuitlD status is not used to generate
the Local Circuit IDto be sent in the Local Circuit
IDfield of IIlHPDUs transmitted by this Internedi

ate system The Local CGrcuit ID value is assigned
once, when the circuit is created and is not subse
quent |y changed.

d)If the action taken is Accept and the new val ue com
puted for the circuitiDis different fromthat in the ex
i sting adjacency, the IS shal

1) generate an adj acencySt at eChange( Down) not i
fication, and

2)del ete the adjacency.

e)lIf the action taken is Up or Accept the IS shal

1) copy the Adjacency nei ghbourAreas entries

fromthe PDU

2)set the holdingTiner to the value of the Hol ding
Time fromthe PDU, and

3)set the neighbourSystem D to the value of the
Source ID fromthe PDU

8.2.5 Mitoring Point-to-point Adjacencies

The 1S shall keep a holding time (adjacency hol ding



Timer) for the point-to-point adjacency. The value of the
hol di ng



Timer shall be set to the Holding Tinme as reported

inthe Holding Tiner field of the Pt-Pt IIH PDU. If a neigh
bour is not heard fromin that time, the IS shal

a)purge it fromthe database; and

b) generate an adj acencySt at eChange (Down) notifi

cation.

8.3 1 SO 8208 Subnet wor ks

8.3.1 Network Layer Protocols

The way in which the underlying service assunmed by | SO
8473 is provided for |SO 8208 subnetworks is described in
clause 8 of 1SO 8473. This defines a set of Subnetwork De
pendent Convergence Functions (SNDCFs) that relate the
service provided by specific individual |SO standard
subnetworks to the abstract underlying service defined in
clause 5.5 of 1SO 8473. In particular 8.4.3 describes the
Subnet wor k Dependent Conver gence Functions used with

| SO 8208 Subnet wor ks.

8. 3.2 SVC Establishnent

8.3.2.1 Use of 1SO 8473 Subnetwor k Dependent

Conver gence Functions

SVCs shall be established according to the procedures de
fined in the | SO 8208 Subnet wor k Dependent Convergence
Functions of 1SO 8473 (this may be on system nanagenent
action or on arrival of data depending on the type of cir
cuit). The Call Request shall contain a Protocol D scrimna
tor specifying 1SO 8473 in the first octet of Call Userdata.
In the case of a static circuit, an SVC shall be established
only upon system managenent action. The IS shall use

nei ghbour SNPAAddr ess as the call ed SNPA address.

In the case of a DA circuit, the call establishnent proce
dures are initiated by the arrival of traffic for the circuit.
8.3.2.2 Dynanically Assigned Circuits

A dynanically assigned circuit has nultiple adjacencies,

and can therefore establish SVCs to nmultiple SNPAs. In
general the SNPA address to which a call is to be estab
lished can be derived fromthe NSAP to which an NPDU is

to be forwarded. In the case where all the NSAPs accessible
over the | SO 8208 subnetwork have IDI's which are their

SNPA addresses, the correct SNPA can be ascertai ned by
extracting the IDI. However there nay be some NSAPs,

which it is required to reach over the | SO 8208 subnetwork,
whose |1 DI does not correspond to the SNPA address of

their point of attachnent to the | SO 8208 subnetwork. The
IDI may refer to sonme other SNPA address which is sub-
optinmally connected to the target NSAP (or not even con
nected at all), or the IDP may not contain an X. 121 address
at all (e.g. 1SO DCC schene). In these cases the IS shal
have pre-configured information relating an IDP (or address
prefix) to a particular SNPA address to call.

This is achieved, as described in 8.1, by additional infornma
tion contained in the Reachabl e Address nanaged object.

The address extraction algorithmnmay be specified to ex
tract the 1Dl portion where the ID is the required X 121 ad
dress. An exanple of a set of Reachable Addresses is

shown in Table 8.

Table 8 - Exanple of address prefixesAddress Prefix



39

37 aaaaa
37

*

37 D

SNPA Addr ess

123X

B

Y

Extract X 121 SNPA address
R S T

This is interpreted as foll ows:
a) For the 1SO DCC prefix 39 123, call the SNPA ad
dress X

b) For the X 121 I DI address prefix 37 aaaaa, don't

call aaaaa, but call B instead.

c)For all 1DPs based on SNPAs with DNIC D (i.e. with
address prefix 37 D), call the address Y (which

woul d probably be a gateway to a subnetwork with

DNI C D).

d) For any other X 121 ID (i.e. address prefix 37) cal

t he SNPA whose address is used as the |DI

e)Anything else (* in table 8) call one of the SNPA
addresses R, S or T. These would typically be the

SNPA addresses of Level 2 Internedi ate Systens

t hr ough whi ch any ot her addresses could potentially

be reached.

NOTE - If a DA circuit is defined with a reachabl e address
prefix which includes the addresses reachabl e over a DCM
or STATIC circuit, the cost(s) for the DA circuit nust be
greater than those of the STATIC circuit. If this is not the
case, the DA circuit may be used to establish a call to the re
nmot e SNPA supporting the STATIC circuit, which would

then (wongly) assune it was the STATIC circuit.

8.3.2.3 Initiating Calls (Level 2 Intermediate

Syst ens)

When an NPDU is to be forwarded on a dynanmically as
signed circuit, for destination NSAP address D, the IS shall
a)Cal culate D's subnetwork address, either as explicitly
stated in the circuit database, or as extracted fromthe
| DP.

1)If this systemis an ES and there is an entry in the
Redi rect Cache or ReversePathCache for D, use the

subnet work address in the cache entry.

2)If this systemis an ES or Level 2 Internediate sys
tem and the address matches one of the |isted

reachabl e address prefixes (including *, if pre

sent), the subnetwork address is that specified ac
cording to the mappi ngType attribute (either

Manual , indicating that the set of addresses in

t he sNPAAddresses attribute of that Reachable

Address are to be used, or Algorithm indicating

that it is to be extracted fromthe IDP using the
specified algorithm. If nultiple SNPA addresses

are specified, and there is already an adjacency up

to one of those SNPA addresses, then choose that
subnet wor k address, otherw se choose the

subnetwork address with the ol dest tinmestanp as
described in 8.3.2.4.

3)If the address does not nmatch one of the |isted
reachabl e address prefixes (and there is no * en

try), invoke the 1SO 8473 Discard PDU function

b) Scan the adj acencies for one already open to D's



subnetwork address (i.e. reserveTi mer has not yet
expired). If one is found, transmit the NPDU on that

adj acency.

c)If no adjacency has a call established to the required
subnetwork address, but there is a free adjacency, at

tenpt to establish the call using that subnetwork ad

dress.

d)If there is no free adjacency invoke the | SO 8473 Di s
card PDU functi on.

NOTE Where possible, when an adjacency is reserved

(when an SVC has been cleared as a result of the

idl eTimer expiring, but the reserveTimer has not yet ex
pired), resources wthin the subnetwork service provider
shoul d be reserved, in order to mnimse the probability
that the adjacency will not be able to initiate a call when
required.

8.3.2.4 Call Attenpt Failures

The Reachabl e Address managed objects may contain a set

of SNPA addresses, each of which has an associated tine-
stanp. The tinme-stanps shall be initialised to infinitely
ol d.

Some of the SNPAs in this set nay be unreachable. |If a cal
attenpt fails to one of the SNPA addresses listed, the IS
shall mark that entry in the list with the tine of the |atest
failed attenpt. When an SNPA address is to be chosen from
the list, the 1S shall choose the one with the ol dest tine-
stanp , unless the oldest tinme-stanp is nore recent than
recall Timer. If the oldest time-stanp is nore recent than
recal | Timer, all SNPAs in the set shall be assunmed tenpo
rarily unreachable and no call attenpt is nmade. The IS shal
i nstead i nvoke the |1 SO 8473 Di scard PDU function

When attenpting to establish a connection to a single spe
cific subnetwork address (not through one of a set of SNPA
addresses), if a call attenpt to a particular SNPA address,
A fails for any reason, the IS shall invoke the | SO 8473
Di scard PDU function. Additionally the adjacency on

which the call attenpt was placed shall be placed in

Failed state, and the recall tiner set. Until it expires, the
IS shall not attenpt call establishnent for future NPDUs to
be forwarded over subnetwork address A, but instead the IS
shal | invoke the | SO 8473 Discard PDU function

Wien the recall tinmer expires, the IS shall free the adja
cency for calls to a different destination or retry attenpts to
subnet wor k address A

NOTE - If an inplenentation can store the know edge of

SNPA addresses that have failed along with the tinme since
the attenpt was made in a | ocation other than the adjacency
on which the call was attenpted, then that adjacency can be
used for other calls.

8.3.3 Reverse Path Forwarding on DA Circuits

Wiere a subdonmain is attached to a Connection-oriented
subnetwork by two or nore SNPAs, the IDP for the ad

dresses within the subdomain may be chosen to be con
structed fromthe address of one of the points of attachnent.
(I't need not be. The whol e subdormain could be nulti-

honed by using both SNPA addresses, or sone other |DP

could be chosen; e.g. ISODCC.) Traffic to the subdonain
fromsome other SNPA will cause a call to be established to
t he SNPA corresponding to the IDP of the addresses in the
subdormain. Traffic fromthe subdomai n may use either of

t he SNPAs dependi ng on the routeing decisions made by

the subdomain. This is illustrated in the diagrambelow (fig

ure 5).

Figure 5 - B.xB.yC. zl SO 8208 Subnet wor kBACExanpl e for reverse path
f or war di ng



The subdomain is attached to the connection-oriented
subnetwork via SNPAs A and B. The addresses on the

subdomai n are constructed using the SNPA address of B as

the ID. If traffic for Cz is sent fromB.x, a call will be es
tablished fromA to C. The reverse traffic fromC. z to B.x
will cause another call to be established fromCto B. Thus
two SVCs have been established where only one is re

qui red.

This problemis prevented by the | ocal systemretaining a
cache (known as the ReversePat hCache) of NSAP ad

dresses fromwhich traffic has been received over each ad
jacency. When it has traffic to forward over the connection-
oriented subnetwork, the IS shall it first check to see if the
destination NSAP is in the cache of any of its adjacencies,
and if so forwards the traffic over that adjacency. An NSAP
shall only be added to the cache when the renpte SNPA ad
dress of the adjacency over which it is received differs from
t he SNPA address to be called which would be generated

by checking against the Crcuit Reachabl e Addresses nan

aged objects. If the cache is full, the IS shall overwite the
| east recently used entry. The ReversePathCache, if inple
ment ed, shall have a size of at |least one entry. The |IS shal
purge the cache when the adjacency is taken down (i.e.

when the reserve tiner expires).

8.3.4 Use of |1SO 9542 on | SO 8208

subnet wor ks

STATIC and DA circuits are equivalent to point to point

links, and as such permit the operation of |SO 9542 as de
scribed for point to point links in 8.2.

For DA circuits, it is inpractical to use |1SO 9542 to obtain
configuration information, such as the location of Interne
diate systems, since this would require calls to be estab
lished to all possible SNPA addresses.

The IS shall not send |1 SO 9542 | SH PDUs on a DA circuit.

The 1S shall take no action on receipt of an ESH PDU or

I SH PDU, and the circuit shall conplete initialisation with
out waiting for their arrival

The 1S shall not send Point to point I1H PDU on DA cir

cuits. The IS shall ignore receipt of a point-point IIH PDU
(This would only occur if a STATIC or DA circuit becane

erroneously connected to an SVC being used for a DA cir
cuit.)

8.3.5 Interactions with the Update Process

A dynanically assigned circuit contains a |list of <reachable
address prefix, cost, SNPA address> tuples. Al so, each dy
nam cal |l y assigned circuit has a specified call establishnent
cost neasured by cal
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l'ish



ment






rick (where k in

dexes the four defined metrics). The call establishnment cost
is always an internal netric, and is therefore directly com
parable with the reachabl e address netric only if the reach
abl e address nmetric is also internal

When the circuit is enabled, the Subnetwork Dependent
functions in an Internediate systemshall report (to the Up
dat e Process) adjacency cost change events for all ad

dress prefixes in the circuit Reachabl e Address nanaged

obj ect, together with the Reachabl e address netrick + Del
tak increnent. |If reachable address metrick is internal, then
Del tak = cal
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rick. If reachabl e address

metrick is external, then Deltak = O.

This causes this information to be included in subsequently
generated LSPs as described in 7.3.3.2.

Rout ei ng PDUs (LSPs and Sequence nunber PDUs) shal

not be sent on dynamically assigned circuits.

NOTE - In the follow ng sub-clauses, it is assuned that the
Reachabl e Addresses referenced are only those whi ch have
been enabled (i.e. that have state On), and whose parent
circuit is also in state On.

8.3.5.1 Adjacency Creation

After an SVC to SNPA address D is successfully estab

lished and a new adj acency created for it (whether it was in
itiated by the local or the renote system, if cal
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ricklncrement is greater than 0, the 1S shall scan

the circuit Reachabl e Address managed objects for al

addressPrefixes listed with D as (one of) the sNPAAd

dress(es).

For Reachabl e Addresses with nappi ngType Al go

rithm the IS shall construct an inplied address prefix88i.e. sone
address prefix which matches the addressPrefix of the Reachabl e
Address, and which woul d generate the SNPA Address D when the extrac
tion algorithmis applied

fromthe actual renpote SNPA address D and the address ex
traction algorithm The IS shall generate an Adjacency cost
change event for each such address prefix (both actual and
inplied) with the Reachabl e Address netrick (w thout the
added cal
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ricklncrement). This causes

i nformati on that those address prefixes are reachable with
the I ower cost to be included in subsequently generated
LSPs. The effect of this is to encourage the use of already
establ i shed SVCs where possible.

8.3.5.2 Adj acency Del etion

When the adjacency with sNPAAddress D is freed (Re

serve Tinmer has expired, or the adjacency is deleted by Sys
tem Managenent action) then if call
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ricklncrement is greater than 0, the 1S shall scan the Cr

cuit Reachabl e Address managed objects for all those with
mappi ngType Manual and (one of) their sNPAAd

dresses equal to D. The IS shall generate Adjacency

cost change events to the Update Process for all such ad
dress prefixes with the Reachabl e Address netrick + Deltak
increnent (where Deltak is the sane as defined above). For
Reachabl e Addresses with nmappi ngType X 121 for

which it is possible to construct an inplied address prefix
as above, the IS shall generate an adjacencyState

Change notification for that inplied prefix.

A cost change event shall only be generated when the count
of the nunmber of subnetwork addresses which have an es
tabl i shed SVC changes between 1 and O.

8.3.5.3 Circuit Call Establishnent Increnent

Change

On a dynamically assigned circuit, when system nmanage

ment changes the GCircuit cal
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ricklncrement for that circuit, the 1S shall generate adja
cency cost change events for all address prefixes affected
by the change (i.e. those for which calls are not currently
est abl i shed).

The 1S shall scan all the Reachabl e Address managed ob
jects of that Circuit. If the Reachabl e Address has

mappi ngType X. 121, the IS shall generate an adja

cency cost change event for that nane with the Reach

abl e Address netrick + the new value of Deltak. If (based
on the new val ue of call Estab



l'ish



ment






ri ckl ncrement)

t he Reachabl e Address has mappi ngType Manual, the

IS shall scan all the Adjacencies of the Circuit for an Adja
cency with sNPAAddress equal to (one of) the sN

PAAddr esses of that Reachabl e Address. If no such adja
cency is found the IS shall generate an adj acency cost
change event for that name with the Reachabl e Address
metrick + the new value of Deltak (based on the new val ue
of call Estlishnment Metricklncrenent).

8.3.5.4 Reachabl e Address Cost Change

Wien the netrick characteristic of a Reachable Address in
state On is changed by system nanagenent, the IS shall
generate cost change events to the Update Process to reflect
thi s change.

I f the Reachabl e Address has nappi ngType Manual ,

the 1S shall scan all the Adjacencies of the Circuit for an
Adj acency with sNPAAddress equal to (one of) the sN

PAAddr esses of that Reachable Address. If one or nore

such adjacencies are found, the IS shall generate an adja
cency cost change event for that nane with the new

Reachabl e Address netrick. If no such adjacency is found
the 1S shall generate an adjacency cost change event for
that name with the new Reachabl e Address netri ck.

I f the Reachabl e Address has nappi ngType X. 121, the

IS shall generate an adjacency cost change event for that
nane with the new Reachabl e Address netrick + Deltak

(based on the new val ue of call
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rick



Increnent). In addition, for all Adjacencies of the Crcuit

with an sNPAAddress for which an inplied address pre

fix can be generated for this Reachable Address, the IS
shal | generate an adjacency cost change event for that im
plied address prefix and the new Reachabl e Address net
rick.

8.3.5.5 Disabling a Reachabl e Address

When a Reachabl e Address nmanaged object is disabled via
managenent action, the IS shall generate an Adjacency
down event to the Update Process for the nane of that
Reachabl e Address and al so for any inplied prefixes asso
ciated with that Reachabl e Address

8.3.5.6 Enabling a Reachabl e Address

When a Reachabl e Address is enabl ed via system nanage
ment action, the IS shall generate Adjacency cost change
events as described for Reachabl e Address cost change in
8.3.5.4 above.

8.4 Broadcast Subnetworks

8.4.1 Broadcast Subnetwork |1 H PDUs

Al'l Internmedi ate systens on broadcast circuits (both
Level 1 and Level 2) shall transmit LAN IIH PDUs as de
scribed in 8.4.3. Level 1 Intermediate systens shall transmt
only Level 1 LANIIH PDUs. Level 2 Internediate Systens
on circuits with manual L20Onl yMbde set to the val ue

True, shall transmt only Level 2 LAN Il H PDUs.

Level 2 Internediate systens on circuits with nmanu

al L2Onl yMode set to the value Fal se, shall transnit

bot h.

Level n LAN IIH PDUs contain the transmitting |ntermnedi
ate systenis ID, holding tiner, Level n Priority and
manual
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Addresses, plus a list containing the I A

NAddresses of all the adjacencies of nei ghbourSystem

Type Ln Internediate System (in state Initialising or

Up) on this circuit.

LAN | I H PDUs shall be padded (with trailing PAD options

containing arbitrary val ued octets) so that the SNSDU con

taining the IlH PDU has a length of at |east naxsize- 1 oc

tets99The m ni mum | engt h of PAD which may be added is 2 octets, since
that is the size of the option header. \Were possible the PDU shoul d be padded to
maxsi ze, but if the PDU length is nmaxsize- 1 octets no padding is
possi bl e (or required).

where maxsize for Level 1 IIH PDUs is the nmaxinmum

of

- dat aLi nkBI ocksi ze

-originating



L1



LSP



Buf



fer



Si ze

and for Level 2 IIH PDUs is the maxi mum of

- dat aLi nkBl ocksi ze

-originati ngL2LSPBuf fer Si ze

This is done to ensure that an adjacency will only be
formed between systens which are capabl e of exchangi ng

PDUs of length up to naxsize octets. In the absence of this

check, it would be possible for an adjacency to exist with a
| ower maxi mum bl ock size, with the result that some LSPs
and SNPs (i.e. those longer than this maxi num but |ess

t han nmaxsi ze) woul d not be exchanged.

NOTE - An exanple of a topol ogy where this could occur is
one where an extended LAN is constructed from LAN seg

ments with different maxi mum bl ock sizes. If, as a result of
m s-configuration or sone dynam c reconfiguration, a path
exi sts between two Internediate systens on separate LAN
segrments having a | arge maxi num bl ock size, which in

volves transit of a LAN segnent with a snaller maxi num

bl ock size, loss of larger PDUs will occur if the Intermediate
systens continue to use the | arger nmaxi num bl ock size. It is
better to refuse to bring up the adjacency in these circum
st ances.

Level 1 Internediate systens shall transmit Level 1 LAN

IlH PDUs to the nulti-destination address AllL1lSs, and

al so listen on that address. They shall also listen for ESH
PDUs on the multi-destination address Alllnternedi ateSys
tens. The list of neighbour Internediate systens shall con
tain only Level 1 Internediate Systens within the sane

area. (i.e. Adjacencies of neighbourSystenType L1 In

ternedi ate System)

Level 2 Only Internediate systens (i.e. Level 2 Internedi
ate systens which have the G rcuit nmanual L20nl yMode
characteristic set to the value True) shall transnit Level 2
LAN IIH PDUs to the nulti-destination address All L2l Ss,

and also listen on that address. The list of neighbour Inter
medi at e systens shall contain only Level 2 Internediate
systenms. (i.e. Adjacencies of nei ghbourSystenilype L2

I nternedi ate System)

Level 2 Internediate systens (w th manual L2Onl yMode

Fal se) shall performboth of the above actions. Separate
Level 1 and Level 2 LANIIH PDUs shall be sent to the

mul ti-destination addresses AllL1ISs and Al L2I Ss de

scri bing the nei ghbour Internediate systens for Level 1

and Level 2 respectively. Separate adjacencies shall be cre
ated by the receipt of Level 1 and Level 2 LAN || H PDUs.
8.4.1.1 I IH PDU Acceptance Tests

On receipt of a Broadcast |IIH PDU, performthe follow ng
PDU accept ance tests:

a)lf the I'lH PDU was received over a circuit whose ex

ternal Domaein attribute is True, the IS shall discard

t he PDU.

b)If the ID Length field of the PDUis not equal to the

val ue of the IS s routeingDonai nl DLength, the

PDU shal |l be di scarded and an i DFi el dLengthM s

mat ch notification generated.

c)If the set of circuitReceivePasswords for this cir

cuit is non-null, then performthe follow ng tests:

1)If the PDU does not contain the Authentication
Information field then the PDU shall be discarded

and an authenticationFailure notification gener
at ed.

2)1f the PDU contains the Authentication Infor
mation field, but the Authentication Type is not
equal to Password, then the PDU shall be ac



cepted unless the IS inplenments the authentica

tiion procedure indicated by the Authentication

Type. In this case whether the IS accepts or ig

nores the PDU is outside the scope of this Interna

tional Standard.

3)O herwise, the IS shall conpare the password in

the received PDU with the passwords in the set of
circuitRecei vePasswords for the circuit on

whi ch the PDU was received. If the value in the

PDU nat ches any of these passwords, the IS shal

accept the PDU for further processing. |If the val ue

in the PDU does not match any of the circuitRe

cei vePasswords, then the IS shall ignore the

PDU and generate an authenticationFailure no

tification.

8.4.1.2 Receipt of Level 1 IIH PDUs

On receipt of a Level 1 LANIIH PDU on the nulti-
destination address Al L1l Ss, the IS shall conpare each of
the area addresses, fromthe received IIH PDU with the set
of area addresses in the nanua
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Addr esses charac

teristic. If a match is not found between any pair (i.e. the lo
cal and renpte system have no area address in conmnon),

the 1S shall reject the adjacency and generate an initialisa
tionFailure (area msmatch) notification. Gtherwi se (a

match is found) the IS shall accept the adjacency and set the
Adj acency nei ghbour Syst enlType to L1 Internedi ate

System

8.4.1.3 Receipt of Level 2 Il H PDUs

On receipt of a Level 2 LANIIH PDU on the nulti-
destination address AllL2ISs, the IS shall accept the adja
cency, and set the Adjacency nei ghbour Syst enType to

L2 Internediate System

8.4.1.4 Existing Adjacencies

When a Level n LANIIH PDU (Level 1 or Level 2) is re

ceived froman Internedi ate systemfor which there is a
ready an adj acency with

a)the Adjacency | ANAddress equal to the MAC Source

address of the PDU, and

b) t he Adj acency nei ghbour System D equal to the

Source ID field fromthe PDU and

c)the nei ghbour Syst enifype equal to Ln Internedi

ate System

the IS shall update the holding timer, LAN Priority and

nei ghbour Areas according to the values in the PDU

8.4. 1.5 New Adj acenci es

When

a)a Level n LAN IIH PDU (Level 1 or Level 2) is re

ceived (fromlInternediate systemR), and

b)there is no adjacency for which the Adjacency | ANAd
dress is equal to the MAC Source address of the

PDU, and

c)the Adjacency nei ghbourSysteni D is equal to the

Source ID field fromthe PDU, and

d) nei ghbour Systenifype is Ln Internedi ate System

the 1S shall create a new adjacency. However, if there is in
sufficient space in the adjacency database, to permt the

creation of a new adjacency the IS shall instead performthe
actions described in 8.4.2.
The 1S shal

a) set nei ghbour Syst enifype status to Ln | nternedi

ate System (where n is the level of the II1H PDU),

b)set the holding tiner, LAN Priority, neighbourlD

and nei ghbour Areas according to the values in the

PDU., and

c)set the | ANAddress according to the MAC source ad

dress of the PDU

The 1S shall set the state of the adjacency to initialising,
until it is known that the conmmunicati on between this sys
tem and the source of the PDU (R) is two-way. However R
shall be included in future Level n LAN IIH PDUs trans
mtted by this system

Wien R reports this circuit’s | ANAddress in its Level n
LAN I I H PDUs, the IS shal

a)set the adjacency’s state to Up, and

b) generate an adj acencySt at eChange (Up) notifica

tion.

The 1S shall keep a separate Hol ding Tinme (Adjacency
hol di ng



Timer) for each Ln Internediate System adja
cency. The val ue of hol ding



Timer shall be set to the Hold

ing Tinme as reported in the Holding Tiner field of the
Level n LAN IIH PDUs. If a neighbour is not heard fromin
that time, the IS shal

a)purge it fromthe database; and

b) generate an adj acencySt at eChange (Down) notifi
cation.

If a Level n LANIIH PDU is received from nei ghbour N,
and this systemis | ANAddress is no longer in Ns IIH
PDU, the IS shal

a)set the adjacency’s state to initialising, and

b) generat e an adj acencySt at eChange (Down) notifi

cation.

8.4.2 Insufficient Space in Adjacency Database

If an 1S needs to create a new Internedi ate system adj a
cency, but there is insufficient space in the adjacency data
base, the adjacency of nei ghbour SysteniType Ln Inter

medi ate Systemwith |owest |ANPriority (or if nore than

one adj acency has the lowest priority, the adjacency with
the | owest | ANAddress, from anong those with the | owest
priority) shall be purged fromthe database. If the new adja
cency would have the lowest priority, it shall be ignored,
and a rejectedAdjacency notification generated.

If an ol d adjacency nmust be purged, the IS shall generate an
adj acencySt at eChange (Down) notification for that adja
cency. After the Subnetwork | ndependent Functions issue

an adj acency down conplete, the IS nay create a new ad

j acency.

8.4.3 Transm ssion of LAN || H PDUs

A Level 1 1S shall transmit a Level 1 LAN IIH PDU i nmmre
diately when any circuit whose external Domain attribute

is Fal se has been enabled. A Level 2 Internediate Sys
temshall transnit a Level 2 LANIIH PDU. A Level 2 In
ternedi ate Systemshall also transmt a Level 1 LANIIH

PDU unl ess the circuit is marked as nanual L20Onl yMode

Tr ue.

The 1S shall also transmit a LANIIH PDU when at |east 1
second has transpired since the last transm ssion of a LAN
I1H PDU of the sane type on this circuit by this system

and:

a)i SIS



Hel | o



Ti mer seconds have el apsed1010Jitter is applied as described in 10.1.
since the | ast
periodic LAN IIH PDU transm ssi on

The Holding Tinme is set to |ISISHoldingMiultiplier W
i SIS



Hel | o



Timer. For a Designated Internmedi ate Sys
temthe value of dRISIS



Hel | o



Timer1111 In this case jitter is not applied, since it would result in
intervals of | ess than one second.

i s used instead

of 1SISHelloTiner. The Holding Tine for this PDU

shall therefore be set to ISl SHoldingMiltiplier W

dR



SIS



Hel | o



Ti mer seconds. This permits failing

Desi gnated Internedi ate Systens to be detected nore
rapidly,

or

b)the contents of the next IIH PDU to be transnitted
would differ fromthe contents of the previous IIH

PDU transmitted by this system or

c)this systemhas determned that it is to become or re
sign as LAN Designated Internedi ate System for that

| evel

To mininise the possibility of the IlH PDU transni ssions
of all Internediate systens on the LAN beconi ng synchro
nised, the Hello Tinme timer shall only be reset when a Il H

PDU is transmitted as a result of tiner expiration, or on be
com ng or resigning as Designated |Internedi ate System
Wiere an Internediate systemis transnmtting both Level 1
and Level 2 LANIIH PDUs, it shall maintain a separate
timer (separately jittered) for the transm ssion of the
Level 1 and Level 2 IIH PDUs. This avoids correl ation be
tween the Level 1 and Level 2 IIH PDUs and allows the re
ception buffer requirenents to be mininised

If the value of the circuitTransnmitPassword for the cir
cuit is non-null, then the IS shall include the Authentica
tion Information field in the transnmtted |1 H PDU, indicat
ing an Authentication Type of Password and contain

ing the circuitTransm t Password as the authentication

val ue.

8.4.4 LAN Designated Internedi ate Systens

A LAN Designated Internedi ate Systemis the highest pri
ority Intermediate systemin a particular set on the LAN,
wi th nurerically highest MAC source | ANAddress break

ing ties. (See 7.1.5 for how to conpare LAN addresses.)
There are, in general, two LAN Designated Internediate
Systems on each LAN, nanely the LAN Level 1 Desig

nated I nternedi ate System and the LAN Level 2 Desig

nated Internmedi ate System They are elected as foll ows.
a)Level 1 Internmedi ate systens el ect the LAN Level 1

Desi gnated I nternedi ate System

b) Level 2 Only Internediate systens (i.e. Level 2 Inter
medi at e Systens which have the Circuit manual



L2



Only



Mode characteristic set to the value True)

el ect the LAN Level 2 Designated Internediate Sys

tem

c)Level 2 Internmediate systens (with nmanu

al L2Onl yMode Fal se) el ect both the LAN Level 1

and LAN Level 2 Designated Internedi ate Systens.

The set of Internediate systens to be considered includes
the I ocal Internediate system together with all Internedi
ate systens of the appropriate type as foll ows.

a) For the LAN Level 1 Designated Internediate System

it is the set of Intermediate systens from which LAN
Level 1 IIH PDUs are received and to which Level 1

adj acencies exist in state Up. Wen the |ocal sys

tem either becones or resigns as LAN Level 1 Desig

nated Internedi ate System the IS shall generate a |an
Level 1



Desi gnat ed



I nter



nmedi at e



Sys



tem



Change

notification. In addition, when it becones LAN

Level 1 Designated Internediate System it shall per
formthe foll owi ng actions.

1) CGenerate and transnit Level 1 pseudonode LSPs
usi ng the existing End system configuration.

2)Purge the Level 1 pseudonode LSPs issued by the
previ ous LAN Level 1 Designated Internediate
System (i f any) as described in 7.2.3.

3)Solicit the new End system configuration as de
scribed in 8.4.5.

b) For the LAN Level 2 Designated Internmedi ate System
it is the set of Internmediate systens fromwhich LAN
Level 2 IIH PDUs are received and to which Level 2
adj acencies exist in state Up. Wen the |ocal sys
tem either beconmes or resigns as LAN Level 2 Desig
nated Internedi ate System the IS shall generate a |an
Level 2



Desi gnat ed



I nter



nmedi at e



System



Change

notification. In addition, when it becones LAN

Level 2 Designated Internediate System it shall per
formthe foll owi ng actions.

1)Cenerate and transnit a Level 2 pseudonode LSP.

2) Purge the Level 2 pseudonode LSPs issued by the
previ ous LAN Level 2 Designated |Intermnediate

System (if any) as described in 7.2.3.

When an Internediate systemresigns as LAN Level 1 or
Level 2 Designated Internediate Systemit shall perform
the actions on Link State PDUs described in 7.2.3.
Wien the broadcast circuit is enabled on an Internediate
systemthe IS shall performthe follow ng actions.

a) Conmence sending I1H PDUs with the LAN ID field

set to the concatenation of its own systeniD and its

| ocal ly assigned one octet Local Circuit ID

b)Solicit the End system configuration as described in
8.4.5.

c)Start listening for | SO 9542 | SH PDUs and ESH

PDUs and acquire adjacencies as appropriate. Do not
run the Designated Internedi ate System el ection proc
ess.

d)After waiting i SIS



Hel | o



Timer * 2 seconds, run the

Level 1 and or the Level 2 Designated Internediate
System el ection process dependi ng on the Internedi

ate systemtype. This shall be run subsequently when

ever an IIH PDU is received or transmtted as de

scribed in 8.4.3. (For these purposes, the transm ssion

of the systenis own IIH PDU is equivalent to receiv

ing it). If there has been no change to the information
on which the election is perfornmed since the last tine

it was run, the previous result can be assumed. The

rel evant information is

1)the set of Internediate system adj acency states,

2)the set of Internmediate Systempriorities (including
this systenis) and

3)the existence (or otherwi se) of at |east one Up

End system (not including Manual Adjacencies) or

I nternedi ate system adj acency on the circuit.

An Internediate systemshall not declare itself to be a LAN
Desi gnated I nternedi ate system of any type until it has at
| east one Up End system (not including Manual Adjacen
cies) or Internediate system adjacency on the circuit. (This

prevents an Internedi ate System which has a defective re
ceiver and is incapable of receiving any PDUs from errone
ously electing itself LAN Designated Internedi ate System)
The LANID field in the LANIIH PDUs transmtted by this
system shall be set to the value of the LANID field reported
inthe LANIIH PDU (for the appropriate |level) received
fromthe systemwhich this systemconsiders to be the Des

i gnated Internmediate System This value shall also be
passed to the Update Process, as the pseudonode ID, to en
able Link State PDUs to be issued for this systemclainng
connectivity to the pseudonode.

If this system as a result of the Designated |Internediate
System el ection process, considers itself to be designated
Internmediate System the LAN ID field shall be set to the
concatenation of this systems own systemID and the lo
cally assigned one octet Local Circuit ID

8.4.5 Soliciting the ES configuration

When there is a change in the topology or configuration of
the LAN (for exanple the partitioning of a LAN into two
segrments by the failure of a repeater or bridge), it is desir
able for the (new) Designated Internediate Systemto ac
quire the new End system configuration of the LAN as

qui ckly as possible in order that it may generate Link State
PDUs whi ch accurately reflect the actual configuration

This is achi eved as foll ows.

When the circuit is enabled, or the Internedi ate system de
tects a change in the set of Internediate systenms on the
LAN, or a change in the Designated Internedi ate System

ID, the 1S shall initiate a poll of the ES configuration by
performng the foll owi ng actions.

a)Delay a randominterval between 0 and i SIS



Hel | o



Ti mer seconds. (This is to avoid synchronisation with
other Internedi ate systens which have detected the
change.)

b)If (and only if) an Internedi ate System had been re
nmoved fromthe set of Internmediate systens on the
LAN, reset the entryRernainingTine field in the
endSyst em Ds adj acency dat abase record of all adja
cencies on this circuit to the value

(isl's



Hel | o



Timer + poll ESHel | oRate) W

Hol di ngMul ti pli er

or the existing value whichever is the lower. (This
causes any End systens which are no | onger present
on the LANto be rapidly tined out, but not before
they have a chance to respond to the poll.)
c)Transnmit HoldingMultiplier | SH PDUs for each NET
possessed by the Internediate systemw th a Sug
gested ES Configuration Tiner value of poll



ES



Hel | o



Rate at an interval between themof iSIS



Hel | o



Ti mer seconds and a holding time of hello



Ti mer *
Hol di ngMul ti plier.
d) Resune sending ISH PDUs at intervals of hello



Ti mer seconds with a Suggested ES Configuration
Ti mer val ue of defaul t ESHel | oTi ner.

8.4.6 Receipt of ESH PDUs Database of End

Syst ens

An IS shall enter an End systeminto the adjacency database
when an ESH PDU is received froma new data |ink ad

dress. If an ESH PDU is received with the sanme data |ink
address as a current adjacency, but with a different NSAP
address, the new address shall be added to the adjacency,
with a separate tiner. A single ESH PDU may contain nore
than one NSAP address. Wien a new data |ink address or

NSAP address is added to the adjacency database, the IS
shal | generate an adjacencyStateChange (Up) notifica

tion on that adjacency.

The IS shall set a tiner for the value of the Holding Tine
field in the received ESH PDU. |f another ESH PDU is not
received fromthe ES before that timer expires, the ES shal
be purged fromthe dat abase, provided that the Subnetwork

I ndependent Functions associated with initialising the adja
cency have been conpleted. Qtherwise the IS shall clear the
adj acency as soon as those functions are conpl et ed.

When the adjacency is cleared, the Subnetwork | ndepend

ent Functions shall be infornmed of an adjacencyState

Change (Down) notification, and the adjacency can be re-
used after the Subnetwork | ndependent Functions assoc

ated with bringing dowmn the adjacency have been com

pl et ed.

9 Structure and Encodi ng of PDUs

This clause describes the PDU formats of the Intra-Domain
Rout ei ng pr ot ocol

9.1 General encoding Rules

Cctets in a PDU are nunbered starting from1, in increasing
order. Bits in a octet are nunbered from1 to 8, where bit 1
is the least significant bit and is pictured on the right. When
consecutive octets are used to represent a number, the |ower
octet nunber has the nost significant val ue.

Fi el ds marked Reserved (or sinply R) are transnitted as
zero, and ignored on receipt, unless otherw se noted.

Val ues are given in decimal. Al nuneric fields are un
signed integers, unless otherw se noted.

9.2 Encodi ng of Network Layer

Addr esses

Net wor k Layer addresses (NSAP addresses, NETs, area ad
dresses and Address Prefixes) are encoded in PDUs accord
ing to the preferred binary encoding specified in

| SO 8348/ Add. 2; the entire address, taken as a whole is rep
resented explicitly as a string of binary octets. This string is
conveyed in its entirety in the address fields of the PDUs.
The rul es governing the generation of the preferred binary
encodi ng are described in | SO 8348/ Add. 2. The address so
generated is encoded with the nost significant octet (i.e. the
AFl) of the address being the first octet transnitted, and the
nmore significant sem -octet of each pair of sem-octets in

the address is encoded in the nore significant seni-octet of
each octet (i.e. in the high order 4 bits). Thus the address
/371234 is encoded as

Figure 6 - 111No. of OCctets3

~

1
2
3
4

Addr ess encodi ng exanpl e



9. 3 Encodi ng of SNPA Addresses

SNPA addresses (e.g. | ANAddress) shall be encoded ac
cording to the rules specified for the particular type of
subnetwork being used. In the case of an | SO 8802
subnet work, the SNPA address is the MAC address defi ned
in |1SO 10039, which is encoded according to the binary
representati on of MAC addresses specified in | SO 10039.
9.4 PDU Types

The types of PDUs are:

-Level 1 LANISto IS Hello PDU

-Level 2 LANISto IS Hello PDU

-Point-to-Point 1ISto IS Hello PDU

-Level 1 Link State PDU
-Level 2 Link State PDU
-Level 1 Conplete Sequence Numbers PDU
-Level 2 Conplete Sequence Numbers PDU
-Level 1 Partial Sequence Nunmbers PDU
-Level 2 Partial Sequence Numbers PDU

These are described in the followi ng subcl auses.

9.5 Level 1 LANISto IS Hello PDU

This PDU is nulticast by Internedi ate systens on broad

cast circuits to the nulti-destinati on address All L1l Ss.

The purpose of this PDUis for Intermedi ate systens on
broadcast circuits to discover the identity of other Level 1
Internediate systens on that circuit. Trailing Pad options
are inserted to make PDU Length equal to at |east maxsize

- 1 where maxsize is the maxi num of

- dat aLi nkBl ocksi ze

-originating



L1



LSP



Buf



fer



Si ze

(see 8.4.1). 11No. of COctets1111111ID Length2ID Length +

121VARI ABLEI nt radonai n Rout ei ng
Prot ocol Discrimnator

Lengt h I ndi cator

Ver si on/ Prot ocol | D Extension
I D Length

PDU Type

R

R

R

Ver si on

ECO

User ECO

Reserved/ Circuit Type

Source 1D

Hol di ng Ti e

LAN I D

PDU Lengt h

Priority

R

VARI ABLE LENGTH FI ELDS

- I ntradomai n Rout ei ng Protocol Discrininator
architectural constant

-Length Indicator Length of the fixed header in oc
tets

-Version/Protocol |ID Extension 1

-1 D Length Length of the ID field of NSAP ad
dresses and NETs used in this routeing domain. This
field shall take on one of the follow ng val ues:
7An integer between 1 and 8, inclusive, indicating
an IDfield of the corresponding | ength

7The val ue zero, which indicates a 6 octet IDfield
| ength

7The val ue 255, whhich nmeans a null IDfield (i.e.
zero |l ength)

Al'l other values are illegal and shall not be used.
-PDU Type (bits 1 through 5) 15. Note bits 6, 7 and
8 are Reserved, which neans they are transnitted as 0O
and i gnored on receipt.

-Version 1

-ECO transmitted as zero, ignored on receipt

-User ECO transmitted as zero, ignored on receipt
-Reserved/Circuit Type Most significant 6 bits re
served (Transnmitted as zero, ignored on receipt). Low
order bits (bits 1 and 2) indicate:

70 reserved value (if specified the entire PDU

shal | be ignored)

71 Level 1 only

72 Level 2 only (sender is Level 2 Internediate
system wi th manual L20nl yMode set True for

this circuit, and will use this link only for Level 2
traffic)

73 both Level 1 and Level 2 (sender is Level 2 In
ternediate system and will use this link both for
Level 1 and Level 2 traffic)

NOTE In a LAN Level 1 II1H PDU the Circuit

Type shall be either 1 or 3.

-Source ID the systemID of transmitting |ntermedi
ate system

-Holding Time Holding Tiner to be used for this In
ternedi ate system

-PDU Length Entire length of this PDU, in octets,

i ncl udi ng header



-Reserved/Priority Bit 8 reserved (Transnmitted as
zero, ignored on receipt). Bits 1 through 7 priority
for being LAN Level 1 Designated Intermnmedi ate Sys
tem Hi gher nunber has higher priority for being LAN
Level 1 Designated Internediate System Unsigned

i nteger.

-LAN ID a field conposed the system|D (18 octets)
of the LAN Level 1 Designated Internediate System
plus a | ow order octet assigned by LAN Level 1 Des
ignated Internedi ate System Copied from LAN

Level 1 Designated Internediate Systenis || H PDU.
-VARI ABLE LENGTH FIELDS fields of the form 11No. of CctetsLENGITHCODE
LENGTH

VALUE

Any codes in a received PDU that are not recogni sed
shal | be ignored.

Currently defined codes are:
7Area Addresses the set of manual



Ar ea



Addresses of this Internediate System

XxCODE 1

XLENGTH total length of the value field.

XVALUE 1Address LengthlAddress LengthNo. of CctetsAddress Length
Area Address

Address Length

Area Address

7Address Length Length of Area Ad

dress in octets.

7Area Address Area address.

7l nternedi ate System Nei ghbours This option
field can occur nultiple times. The set of Internme
diate systenms on this LAN to whi ch adjacencies of
nei ghbour Syst enType L1 I nternedi ate Sys

temexist in state Up or Initialising (i.e.

those fromwhich Level 1 IIH PDUs have been
hear d) .

XxCODE 6

XLENGTH total length of the value field.

XVALUE 66No. of OctetsLAN Address

LAN Address

7LAN Address 6 octet MAC Address of

I nt er nedi at e Syst em nei ghbour

7Paddi ng This option nay occur nultiple tines.

It is used to pad the PDU to at |east naxsize - 1
xCODE 8.

XLENGTH total length of the value field (my

be zero).

XVALUE LENGTH octets of arbitrary val ue.

7Aut hentication Information information for
perform ng authentication of the originator of the
PDU.

xCODE 10.

XLENGTH variable from 1254 octets

XVALUE 1VARI ABLENo. of CctetsAuthentication Type
Aut hent i cati on Val ue

7Aut hentication Type a one octet iden
tifier for the type of authentication to be
carried out. The followi ng values are de
fined:

0 RESERVED

1 deartext Password

2254 RESERVED

255 Routeing Donmin private

aut henti cati on net hod

7Aut henti cation Value determ ned by

the val ue of the authentication type. If

Cl eartext Password as defined in this Inter
nati onal Standard is used, then the authenti
cation value is an octet string.

9.6 Level 2 LANISto IS Hello PDU

This PDU is multicast by Internedi ate systens on broad

cast circuits to the nmulti-destination address All L2l Ss.

The purpose of this PDUis for Internedi ate systens on
broadcast circuits to discover the identity of other Level 2
Internediate systens on that circuit. Trailing Pad options
are inserted to make PDU Length equal to at |east maxsize

- 1 where



- dat aLi nkBI ocksi ze

-originati ngL2LSPBuf fer Si ze
(see 8.4.1). 11No. of COctets1111111ID Length2ID Length +
121VARI ABLEI nt radonai n Rout ei ng
Prot ocol Discrimnator

Lengt h I ndi cator

Ver si on/ Prot ocol | D Extension
I D Length

PDU Type

R

R

R

Ver si on

ECO

User ECO

Reserved/ Circuit Type

Source 1D

Hol di ng Ti e

LAN I D

PDU Lengt h

Priority

R

VARI ABLE LENGTH FI ELDS

-Intradormai n Routeing Protocol Discrimnator ar
chitectural constant

-Length Indicator Length of fixed header in octets
-Version/Protocol ID Extension 1

-1 D Length Length of the ID field of NSAP ad
dresses and NETs used in this routeing domain. This
field shall take on one of the follow ng val ues:
7An integer between 1 and 8, inclusive, indicating
an ID field of the corresponding | ength

7The val ue zero, which indicates a 6 octet IDfield
| ength

7The val ue 255, whhich nmeans a null IDfield (i.e.
zero | ength)

Al'l other values are illegal and shall not be used.

-PDU Type (bits 1 through 5) 16. Note bits 6, 7 and
8 are Reserved, which neans they are transnitted as 0O
and i gnored on receipt.

-Version 1

-ECO transmitted as zero, ignored on receipt

-User ECO transnmitted as zero, ignored on receipt
-Reserved/Circuit Type Mdst significant 6 bits re
served (Transnitted as zero, ignored on receipt). Low
order bits (bits 1 and 2) indicate:

70 reserved value (if specified the entire PDU

shal | be ignored)

71 Level 1 only

72 Level 2 only (sender is Level 2 Internediate
System wi th nanual L20Onl yMode set True for

this circuit, and will use this link only for Level 2
traffic)

73 both Level 1 and Level 2 (sender is Level 2 In
ternediate System and will use this link both for
Level 1 and Level 2 traffic)

NOTE In a LAN Level 2 IIH PDU the Crcuit Type

shall be either 2 or 3.

-Source ID the system|ID of transmitting Interned
ate System

-Holding Time Holding Tiner to be used for this In
ternedi ate System

-PDU Length Entire length of this PDU, in octets,

i ncl udi ng header

-Reserved/Priority Bit 8 reserved (Transnmitted as



zero, ignored on receipt). Bits 1 through 7 priority
for being LAN Level 2 Designated |Intermedi ate Sys
tem Hi gher nunber has higher priority for being LAN
Level 2 Designated Internediate System Unsigned

i nteger.

-LAN ID a field conposed the system|D (18 octets)
of the LAN Level 1 Designated Internediate System
plus a | ow order octet assigned by LAN Level 1 Des

i gnated Internmedi ate System Copied from LAN

Level 1 Designated Internediate Systenis || H PDU
-VARI ABLE LENGTH FI ELDS fields of the form 11No. of CctetsLENGTHCODE
LENGTH

VALUE

Any codes in a received PDU that are not recogni sed
shal | be ignored.
Currently defined codes are:

7Ar ea addresses the set of nmmnual



Ar ea



Addresses of this Internediate system

XxCODE 1

XLENGTH total length of the value field.

XVALUE 1Address LengthlAddress LengthNo. of CctetsAddress Length
Area Address

Address Length

Area Address

7Address Length Length of area address

in octets.

7Area Address Area address.

7l nternedi ate System Nei ghbours This option
can occur nultiple tinmes. The set of Internediate
systens on this LAN to which adjacenci es of
nei ghbour Syst enType L2 I nternedi ate Sys
temexist in state Up or Initialising (i.e.
those fromwhich Level 2 IIH PDUs have been
hear d) .

XxCODE 6

XLENGTH total length of the value field.
XVALUE 66No. of OctetsLAN Address

LAN Address

XLAN Address 6 octet MAC Address of In

ternedi ate System nei ghbour

7Paddi ng This option nay occur nultiple tines.
It is used to pad the PDU to at | east maxsize 1
xCODE 8.

XLENGTH total length of the value field (my
be zero).

XVALUE LENGTH octets of arbitrary val ue.

7Aut hentication Information information for
perform ng authentication of the originator of the
PDU.

xCODE 10.

XLENGTH variable from 1254 octets

XVALUE 1VARI ABLENo. of CctetsAuthentication Type
Aut hent i cati on Val ue

7Aut hentication Type a one octet iden
tifier for the type of authentication to be
carried out. The followi ng values are de
fined:

0 RESERVED

1 deartext Password

2254 RESERVED

255 Routeing Donmin private

aut henti cati on net hod

7Aut henti cation Value determ ned by

the val ue of the authentication type. If

Cl eartext Password as defined in this Inter
nati onal Standard is used, then the authenti
cation value is an octet string.

9.7 Point-to-Point 1Sto IS Hello PDU

This PDU is transmitted by Internediate systens on non-
broadcast circuits, after receiving an I SH PDU fromthe
nei ghbour system 1Its purpose is to determ ne whether the
nei ghbour is a Level 1 or a Level 2 Internediate System
Trailing pad options are inserted to nake PDU Length
equal to at least maxsize 1 where naxsize is the maxi
nmum of



- dat aLi nkBl ocksi ze
-originating
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LSP



Buf



fer



Si ze

-originati ngL2LSPBuf fer Si ze
(see 8.2.3).11No. of COctets11111111D Lengt h212VARI ABLEI ntradomai n Rout ei ng
Prot ocol Discrimnator

Lengt h I ndi cator

Ver si on/ Prot ocol | D Extension
I D Length

PDU Type

R

R

R

Ver si on

ECO

User ECO

Reserved/ Circuit Type

Source 1D

Hol di ng Ti e

Local Circuit ID

PDU Lengt h

VARI ABLE LENGTH FI ELDS

-Intradonmai n Routeing Protocol Discrimnator
architectural constant

-Length Indicator Length of fixed header in octets
-Version/Protocol ID Extension 1

-1 D Length Length of the ID field of NSAP ad
dresses and NETs used in this routeing donmain. This
field shall take on one of the follow ng val ues:
7An integer between 1 and 8, inclusive, indicating
an IDfield of the corresponding | ength

7The val ue zero, which indicates a 6 octet ID field
| ength

7The val ue 255, whhich nmeans a null IDfield (i.e.
zero |l ength)

Al'l other values are illegal and shall not be used.

-PDU Type (bits 1 through 5) 17. Note bits 6, 7

and 8 are Reserved, which nmeans they are transnitted
as 0 and ignored on receipt.

-Version 1

-ECO transmitted as zero, ignored on receipt

-User ECO transmitted as zero, ignored on receipt
-Reserved/Circuit Type Mst significant 6 bits re
served (Transnitted as zero, ignored on receipt). Low
order bits (bits 1 and 2) indicate:

70 reserved value (if specified the entire PDU

shal | be ignored)

71 Level 1 only

72 Level 2 only (sender is Level 2 Internediate
system wi th manual L20Onl yMbde set True for

this circuit, and will use this link only for Level 2
traffic)

73 both Level 1 and Level 2 (sender is Level 2 In
ternediate systemand will use this link both for
Level 1 and Level 2 traffic)

-Source ID the systemID of transmtting |ntermedi
ate system

-Holding Time Holding Tiner to be used for this In
ternedi ate system

-PDU Length Entire length of this PDU, in octets,

i ncl udi ng header

-Local Circuit ID 1 octet unique ID assigned to this
circuit when it is created by this Internediate system
The actual ID by which the circuit is known to both
ends of the Iink is deternined by the Internediate sys
temwith the | ower Source ID.



-VARI ABLE LENGTH FI ELDS fields of the form 11No. of CctetsLENGIHCODE
LENGTH
VALUE

Any codes in a received PDU that are not recogni sed
shal | be ignored.

Currently defined codes are:

7Area addresses the set of nmanual



Ar ea



Addresses of this Internedi ate system
xCODE 1
XLENGTH total length of the value field.

XVALUE 1Address LengthlAddress Lengt hNo. of CctetsAddress Length
Area Address

Address Length

Area Address

7Address Length Length of area address

in octets.

7Area Address Area address.

7Padding This option may occur nultiple tines.
It is used to pad the PDU to at | east maxsize 1
xCCDE 8.

XLENGTH total length of the value field (my

be zero).

XVALUE LENGTH octets of arbitrary val ue.

7Aut hentication Information information for
perform ng aut hentication of the originator of the
PDU.

xCODE 10.

XLENGTH variable from 1254 octets

XVALUE 1VARI ABLENo. of CctetsAuthentication Type

Aut henti cati on Val ue

7Aut hentication Type a one octet iden
tifier for the type of authentication to be
carried out. The followi ng values are de
fined:

0 RESERVED

1 deartext Password

2254 RESERVED

255 Routeing Domain private

aut henti cati on met hod

7Aut hentication Value determ ned by

the value of the authentication type. If

Cl eartext Password as defined in this Inter
national Standard is used, then the authenti
cation value is an octet string.

9.8 Level 1 Link State PDU

Level 1 Link State PDUs are generated by Level 1 and

Level 2 Internediate systens, and propagated throughout

an area. The contents of the Level 1 Link State PDU ind
cates the state of the adjacencies to neighbour Internediate
Systenms, or pseudonodes, and End systens of the Interne
diate systemthat originally generated the PDU 11No. of
Cctets111111221D Length + 214VARI ABLE2I nt radomai n Rout ei ng
Prot ocol Discrimnator

Lengt h I ndi cator

Ver si on/ Prot ocol | D Extension

I D Length

PDU Type

R

R

R

Ver si on

ECO

User ECO

PDU Length

Remai ning Lifetine
LSP I D

P



Sequence Number

VARI ABLE LENGTH FI ELDS
LSPDBOL

IS Type

Checksum
ATT

-Intradomai n Routeing Protocol Discrimnator ar
chitectural constant

-Length Indicator Length if fixed header in octets
-Version/Protocol |ID Extension 1

-1 D Length Length of the ID field of NSAP ad
dresses and NETs used in this routeing domain. This
field shall take on one of the follow ng val ues:

7An integer between 1 and 8, inclusive, indicating
an IDfield of the corresponding | ength

7The val ue zero, which indicates a 6 octet IDfield
| ength

7The val ue 255, whhich nmeans a null IDfield (i.e.
zero |l ength)

Al'l other values are illegal and shall not be used.
-PDU Type (bits 1 through 5) 18. Note bits 6, 7 and
8 are Reserved, which neans they are transnitted as 0O
and i gnored on receipt.

-Version 1

-ECO transmitted as zero, ignored on receipt

-User ECO transmitted as zero, ignored on receipt

-PDU Length Entire Length of this PDU, in octets,

i ncl udi ng header

-Remai ning Lifetine Number of seconds before

LSP consi dered expired

-LSP ID the systemID of the source of the Link

State PDU. It is structured as follows:ID LengthlNo. of CctetslSource |ID
Pseudonode | D

LSP Nunber

- Sequence Nunber sequence nunber of LSP

- Checksum Checksum of contents of LSP from

Source ID to end. Checksumis conputed as de

scribed in 7.3.11

-P/ ATT/ LSPDBCL/ | S Type

-P Bit 8, indicates when set that the issuing Interme
di ate System supports the Partition Repair optiona
function.

7ATT - Bits 7-4 indicate, when set, that the issuing
Internediate Systemis ‘attached’ to other areas

usi ng:

xBit 4 - the Default Metric

xBit 5 - the Delay Metric

XxBit 6 - the Expense Metric

xBit 7 - the Error Metric.

7LSPDBOL Bit 3 A value of 0 indicates no

LSP Dat abase Overload, and a value of 1 indicates
that the LSP Dat abase is Overloaded. An LSP with
this bit set will not be used by any decision proc
ess to calculate routes to another IS through the
originating system

71S Type Bits 1 and 2 indicate the type of Inter
nedi ate System One of the follow ng val ues:

x0 Unused val ue

x1 (i.e. bit 1 set) Level 1 Internediate system
x2 Unused val ue

x3 (i.e. bits 1 and 2 set) Level 2 Internediate
system

-VARI ABLE LENGTH FI ELDS fields of the form 11No. of CctetsLENGTHCODE



LENGTH
VALUE

Any codes in a received LSP that are not recogni sed
are ignored and passed through unchanged.

Currently defined codes are:

7Area Addresses the set of nmanual



Ar ea



Addresses of this Internedi ate system For

LSPs not generated on behalf of the pseudonode
this option shall always be present in the LSP with
LSP nunber zero, and shall never be present in an
LSP with non-zero LSP nunber. It shall appear
before any I ntermedi ate System Nei ghbours or

End System Nei ghbours options. This option

shal | never be present in pseudonode LSPs.

xCODE 1

XLENGTH total length of the value field.

XVALUE 1Address LengthlAddress Lengt hNo. of CctetsAddress Length

Area Address
Address Length
Area Address

7Address Length Length of area address

in octets.

7Area Address Area address.

7l nternedi ate System Nei ghbours | nternedi

ate system and pseudonode nei ghbours.

This is pern